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A B S T R A C T   

Intelligent construction is an important construction trend. With the growing number of intelligent autonomous 
systems implemented in the construction area, understanding and predicting human motion becomes increas
ingly important. Based on such predictions, the autonomous systems can optimize their actions to improve the 
efficiency of human-robot interactions, and supervisors can make informed decisions about when and where to 
intervene in human motion to avoid collisions. This paper presents a comprehensive review of existing literature 
on human motion prediction (HMP). Relevant studies from a wide range of fields are reviewed, analyzed and 
synthesized, in terms of prediction indicators, methods and applications, based on a three-level taxonomy. The 
taxonomy is structured based on the levels of human information required by different prediction methods, and 
reflects different understandings of the underlying causality and mediators of human motions and intent. The 
paper also discusses the evolutions of the theoretical understanding and methodological development of HMP, its 
application scenarios in and beyond the construction domain, and possible directions for future research. This 
review is expected to increase the visibility of this rapidly expanding research area, and inspire future studies and 
advancements for human-robot interactions in construction.   

1. Introduction 

Human motion prediction (HMP) refers to predicting how a person 
moves or acts in the near future by conditioning on a series of historical 
movements or certain leading indicators [1]. Effective HMP is the basis 
and the enabler of scientific advancements in a variety of disciplines, 
including ergonomics, medical science, human factors engineering, 
transportation engineering, and especially human-robot interactions in 
the construction industry [2]. In any human-engineering coupled sys
tem, understanding and predicting human motion are the building 
blocks for a safer and better workplace [3]. In the construction litera
ture, there is a growing interest in adopting HMP for various intelligent 
system designs and applications [4]. For example, the in-situ worker 
motion predictions can provide a warning system for reducing falling 
risks based on the relationship between the environment and the worker 
motion features [5]. Early injury prevention for critical events can also 
be realized via human motion simulations and predictions [6]. The 
human motion trajectory prediction also helps solve the problems of 
coexistence and interaction of intelligent systems and human agents in 
collaborative construction tasks, such as the human-robot collaborative 

operations [7]. 
However, due to the complexity of human behaviors, HMP is still 

facing critical challenges. The most prominent source of challenges in 
HMP roots in the diversity of human motion modalities and contexts [3]. 
In a broader context, human motions can refer to articulated full-body 
motions, gestures and facial expressions, and spatial navigations with 
mobility devices or vehicles [3]. Without losing its generality, this paper 
focuses on the motions and navigations of an individual in indoor or 
outdoor environments, as well as the sophisticated body motions in 
workplaces. Understanding the status quo, challenges, and trends of 
these two HMP themes will contribute to a deeper understanding of how 
the industrial systems run with humans in the loop, in built environ
ments, and in the new context of human-robot collaboration and auto
mation [8]. 

In the past two decades, HMP methods have been substantially 
enriched and enhanced. As for the sources of data, literature has 
explored motion captures, imagery data, physiological signals, and 
neurofunctional data [9–11]. The modeling methods also spanned from 
the straightforward physics-based approaches to the most recent deep 
learning models [12–14]. Along with the methodological innovations, 
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our basic understanding of the causality and mediators of human mo
tions and intent have greatly advanced. More evidence has been driven 
by discoveries on the role of human-environment relationships in 
shaping motion intents [3]. Human ergonomic features have been 
quantified to expand prediction robustness [3,15,16]. Certain cognitive 
processes are measured to forecast motion intents long before actions 
can be observed [17,18]. Most recently, psychological frameworks are 
being tested to explain the decision-intent-motion-feedback loop from a 
higher level [19]. With all said, the HMP community is growing expo
nentially and benefiting science and engineering discoveries of more 
disciplines. Previous review papers related to this topic [15,17,18,20] 
focused only on specific and implicit aspects of HMP predictors (such as 
kinematic features of human motions), instead of providing a compre
hensive discussion on the variety of multimodal data, which is herein 
referred to as human information. Human information, by providing a 
deeper insight into the human physiological functions, metabolism, 
psychological status and cognitive state of a person, can contribute to 
more effective HMP. The most recent advancements in the HMP litera
ture, including the paradigm evolution, algorithmic changes and new 
assumptions, that pertain to the deeper human information need a 
thorough examination. 

This paper aims to provide a comprehensive review of the HMP 
literature, including the roots of different paradigms, the state of the art, 
and future trends, particularly in the context of navigation and body 
motions in workplaces. This will help construction scholars gain a high- 
level insight into the relevance of different HMP methods and assump
tions in their research areas, such as productivity, safety, emergency 
management, and automation. Our review finds that HMP methods and 
models present a multilevel, multidimensional knowledge structure. The 
existing HMP literature is based on various domains and has attracted 
scholars from a wide spectrum of disciplines such as self-driving vehicles 
[21–24], service robots [25–29], advanced surveillance systems 
[30,31], computer vision [32–35], and so on. The human information 
that has been used in HMP covers multi-dimensional information of a 
person, including not only the direct visual or imagery information but 
also the kinematics and biomechanics of human agents, as well as the 
complex physiological and biochemical information that can be detected 
by various sensors and auxiliary systems [36]. Based on a comprehen
sive literature review, we proposed to categorize HMP methods into 
three levels depending on the classes of human information used in the 
prediction. The first level of human information includes the particle- 
based features, in which a person is modeled as a point and the algo
rithms used to predict human-space interactions or human-human in
teractions are based on physics laws. The methods used are based on 
physics laws, physics-based constraints and/or physics-inspired objec
tive functions. The second level is body information, in which the fea
tures include the biomechanics and complex physiological and 
biochemical information of a person. The highest level is the decision 
context information, in which how humans make motion decisions are 
considered. 

Based on the above categorization framework, this paper reviews the 
state of the art, discusses typical properties, advantages, and drawbacks 
of each type of HMP method, and outlines the challenges for future 
research. Specifically, we aim to answer the following four questions in 
this review: 1) What are the methods and data for HMP based on human 
information? 2) What are the differences and similarities in the methods 
used to predict human motions in different domains? 3) What are the 
pros and cons of each method used in HMP using different levels of 
human information? and 4) What are the trends and limitations in the 
HMP literature? The contribution of this review is twofold: 1) it reviews 
the indicators, methods, and cutting-edge research in various fields of 
HMP, and presents a comprehensive and comparative overview of the 
latest accomplishments; and 2) it analyzes the evolution of HMP para
digms based on different levels of human information, reveals the ra
tionales behind them, and puts forward recommendations for future 
research especially in construction. 

2. Methodology 

A wide range of materials of various types, including journal articles 
and conference proceedings were reviewed to synthesize the latest ac
complishments in the area of HMP. Web of Science Core Collection was 
used to search for these materials to include high-impact publications. 
To find the published works related to HMP, different combinations of 
keywords were used. TS, which is the “topic” field in Web of Science 
databases, includes papers’ keywords, title, and abstract. Considering 
that the predicting indicators, the applicable scenarios, used methods 
and the associated keywords of the HMP are different, each level of 
information that HMP is based on was searched separately. For particle- 
based prediction, “TS = (human OR pedestrian OR people OR partici
pant OR crowds) AND trajector* AND (predict* OR estimat* OR un
derstand* OR forecast*)” was searched. For body information-based 
prediction, “TS = (((human OR pedestrian) NEAR/1 (intent* OR action 
OR trajector* OR motion OR path OR movement) NEAR/1 predict*) 
AND (body OR kinematic OR posture OR gait OR head OR eye OR gaze 
OR hand OR trunk OR hip OR knee OR ankle OR EEG OR EMG))” was 
searched. For decision context knowledge-based prediction, “TS=
(((human OR pedestrian) NEAR/1 (intent* OR action OR trajector* OR 
motion OR path OR movement) NEAR/1 predict*) AND ("human 
decision-making" OR "human decision making" OR "psychology"))” was 
searched. Moreover, based on the above search results, the backward 
and forward snowballing strategy [37] was used to search for additional 
relevant publications not indexed in Web of Science Core Collection. In 
addition, to filter irrelevant publications in the search results, the title 
and abstract, as well as the full text when necessary, of every publication 
in the search results were manually screened. To be considered relevant, 
a publication must provide information or evidence to meet the afore
mentioned research scope of using human information to predict human 
motion intention in an indoor or outdoor environment or workplace. 
Publications that did not meet the above criteria were considered 
irrelevant and hence excluded from the review. The systematic protocol 
for paper collection and screening is shown in the Fig. 1. 

The remainder of this literature review is organized as follows. 
Section 3 reviews particle-based HMP methods and applications. Section 
4 reviews methods and applications of HMP based on body information 
and decision-context knowledge-based information including ergo
nomics, physiological, and cognitive information. Section 5 discusses 
the findings, and Section 6 concludes the paper. 

3. Single-Point Kinematics-based Prediction (SPK) 

The earliest, and yet still the most prevailing paradigm in HMP is the 
single-point kinematics-based modeling approach or SPK, which pre
dicts human motion using particle-based human information, i.e., 
human is modeled as a particle and the human information is based on 
physics laws. SPK models a human as a single target point of interest, 
without looking into the internal ergonomic mechanisms about how a 
motion begins or proceeds. Specifically, this type of approach focuses on 
trending out the trajectories of the human body (usually modeled as a 
single point or a “particle” in physics modeling) based on the historical 
motion trajectory and momentum data. With that said, SPK heavily re
lies on statistical modeling and recent machine learning (ML) methods 
for spatiotemporal analysis and prediction. Moving from the early 
assumption of particle models [38], recent advances in this area also 
start to predict human motion based on human-space interactions, 
human-human interactions, and so on. Attributed to the richness of 
spatiotemporal modeling approaches and recent ML advancements, a 
large variety of SPK models have been developed in the target tracking 
and automatic control communities to predict the trajectory of humans 
to facilitate autonomous driving, robotics, and abnormal crowded 
behavior detection. 

Although SPK represents one of the oldest HMP paradigms, it re
mains a challenging task because the precise prediction requires strong 
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reasoning about human agents’ past movements, social interactions 
among varying numbers and kinds of agents, constraints from scene 
contexts, and the stochasticity of human behavior [39]. Scholars have 
often borrowed methods, such as clustering [40] and the social force 
modeling [41], from the ML and behavioral literature. Recent research 
has become more successful by leveraging the emerging deep learning 
methods including the convolutional neural networks (CNN) [42], 
recurrent neural network (RNN) [43], long short-term memory (LSTM) 
[38], gated recurrent units (GRU) [44], and generative adversarial 
network (GAN) [45]. These new deep learning methods seem to be 
promising in addressing the data scarcity issues usually faced by SPK. 
We use the complexity and comprehensiveness of the specific spatio
temporal modeling approaches to review and categorize the first level of 
human information. We found that the following categorization also 
lines up with the evolving timeline of this research area: (1) trajectory 
categorization, (2) social force methods, (3) time-series deep learning, 
and (4) generative-based methods. 

In addition, two popular human-trajectory datasets are often used in 
the literature to evaluate the HMP methods, namely ETH [34] and UCY 
[46]. The ETH dataset contains two scenes, including ETH and HOTEL. 
The UCY dataset contains three scenes, including ZARA1, ZARA2, and 
UCY. The following two metrics are commonly used to quantify the 
accuracy of prediction results: average displacement error (ADE) [47], 
which measures the mean square error (MSE) over all estimated points 
of a trajectory and the true points, and final displacement error (FDE) 
[48], which measures the distance between the predicted final desti
nation and the true final destination at end of the prediction period. 
These two metrics can be calculated as follows: 

ADE =
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⃦Ỹ

i
t − Yi

t

⃦
⃦

2
N

(2)  

where Ỹ
i
t and Yt

i are the predicted and the true locations of target i at 
time t, respectively, N is the number of targets, and T is the predicted 
trajectory length. 

The performance of main HMP methods reviewed in this section, 
measured by the ADE and FDE metrics, are summarized in Table 1. 

Fig. 1. The systematic protocol for paper collection and screening.  

Table 1 
Quantitative results of different methods across ETH and UCY datasets.  

Dataset 
method 

ETH HOTEL UCY ZARA1 ZARA2 AVG 

Linear [47] 1.33/ 
2.94 

0.39/ 
0.72 

0.82/ 
1.59 

0.62/ 
1.21 

0.77/ 
1.48 

0.79/ 
1.59 

LSTM [91] 1.09/ 
2.41 

0.86/ 
1.91 

0.61/ 
1.31 

0.41/ 
0.88 

0.52/ 
1.11 

0.70/ 
1.52 

Social-LSTM 
[47] 

1.09/ 
2.35 

0.79/ 
1.76 

0.67/ 
1.40 

0.47/ 
1.00 

0.56/ 
1.17 

0.72/ 
1.54 

Social-GAN-P 
[91] 

0.87/ 
1.62 

0.67/ 
1.37 

0.76/ 
1.52 

0.35/ 
0.68 

0.42/ 
0.84 

0.61/ 
1.21 

SoPhie [109] 0.70/ 
1.43 

0.76/ 
1.67 

0.54/ 
1.24 

0.30/ 
0.63 

0.38/ 
0.78 

0.54/ 
1.15 

SR-LSTM-2 
[89] 

0.63/ 
1.25 

0.37/ 
0.74 

0.51/ 
1.10 

0.41/ 
0.90 

0.32/ 
0.70 

0.45/ 
0.94 

CGNS [107] 0.62/ 
1.40 

0.70/ 
0.93 

0.48/ 
1.22 

0.32/ 
0.59 

0.35/ 
0.71 

0.49/ 
0.97 

PIF [88] 0.73/ 
1.65 

0.30/ 
0.59 

0.60/ 
1.27 

0.38/ 
0.81 

0.31/ 
0.68 

0.46/ 
1.00 

STSGN [116] 0.75/ 
1.63 

0.63/ 
1.01 

0.48/ 
1.08 

0.30/ 
0.65 

0.26/ 
0.57 

0.48/ 
0.99 

GAT [114] 0.68/ 
1.27 

0.68/ 
1.40 

0.57/ 
1.27 

0.29/ 
0.60 

0.37/ 
0.75 

0.52/ 
1.07 

Social-BiGAT 
[114] 

0.69/ 
1.27 

0.49/ 
1.01 

0.55/ 
1.32 

0.30/ 
0.62 

0.36/ 
0.75 

0.48/ 
1.00 

Social- 
STGCNN 
[115] 

0.64/ 
1.11 

0.49/ 
0.85 

0.44/ 
0.79 

0.34/ 
0.53 

0.30/ 
0.48 

0.44/ 
0.75 

Note: the results are based on the task of predicting 12 future timesteps, given 
the 8 previous ones. Error metrics reported are ADE/FDE in meters. 
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3.1. Trajectory categorization 

Unsupervised ML was tested as an early effort because of its easiness 
of adoption and the relatively lighter requirements on data. A repre
sentative method is the clustering analysis. Clustering is to group data 
into clusters, making the data in one group more similar than those of 
others [49]. Clustering can be used in HMP because it can help predict a 
particular human motion based on the patterns learned from a similar 
dataset, identify similarity among trajectory datasets and thus reduce 
the dimensionality of prediction, and/or help distinguish undesired 
behaviors (such as outliers) [50]. Literature shows that human in
tentions and trajectories can be predicted based on the trajectory clus
tering method [51]. 

The previous review summarized the clustering methods into six 
categories and introduced them separately [50]: spatial based clustering 
[52], time depend clustering [53], partition and group-based clustering 
[54], uncertain trajectory clustering [55], semantic trajectory clustering 
[56], and road network-based moving object clustering [57]. Spatial 
information and time information are the basic features of a moving 
object’s trajectory. Clustering from the spatial dimension is intuitive for 
discovering the activities of moving objects. The time information is 
crucial for analyzing moving objects’ spatial information which is 
changing over time. For partition and group-based clustering, sub- 
pattern of trajectories not only can be partitioned with low input, 
output, and time costs, but also can obtain as many features as the 
original trajectories. The uncertain trajectory clustering means that 
objects move continuously while their locations can only be updated at 
discrete times, leaving the location of a moving object between two 
updates uncertain [58]. The semantic trajectory clustering integrates 
background geographic information and moving objects’ characteristics 
into trajectories. Existing approaches for trajectory data mining and 
knowledge discovery have focused on the geometrical properties of 
trajectories, without considering the background geographic informa
tion. For many application domains, useful information may only be 
extracted from trajectory data if their semantics and the background 
geographic information are considered [59]. In road network-based 
moving object clustering, the moving objects’ trajectory data can be 
divided into two classes, including road network constraint data [60] 
and unconstraint data in the free space [61]. However, most of the 
methods and literature do not consider internal ergonomic mechanisms 
and regard all moving objects as points. The spatial location, time stamp, 
and environment around the moving object are the most important in
formation of clustering methods. 

Compared with other human trajectory prediction methods, 
clustering-based methods are more robust and can be used for other 
moving objects (such as vehicles [62] and ships [63]). It is also an 
efficient way to analyze and find the massive, hidden, unknown, and 
interesting knowledge in scale datasets [50]. However, the neglected 
human information can make the prediction of human trajectory inac
curate. Some trajectories are physically possible but socially unaccept
able. Pedestrians are governed by social norms like yielding right-of-way 
or respecting personal space. Therefore, trajectory prediction that ig
nores human factors may not be applicable in many realistic daily-life 
scenarios. 

3.2. Social force models 

Clustering is efficient when human motion data is clear and follows 
simple rules, analogous to the rules seen in classic kinetics. However, 
literature soon began to recognize that human motions in real-world 
settings are far more complex. As a result, social force-based methods 
have been proposed. Unlike clustering-based methods which treat 
humans as independent moving objects, the social force-based methods 
model human interactions as well. Helbing and Molnar [41] simulated 
pedestrian behavior with a combination of attractive forces guiding the 
pedestrians toward their goal and repulsive forces encouraging collision 

avoidance as the social force model. A large number of features reported 
in the literature have been "handcrafted" with an eye for overcoming 
specific issues like occlusions and variations in scale and illumination. 
The design of handcrafted features often involves finding the right trade- 
off between accuracy and computational efficiency [64]. Social force 
methods for predicting or classifying trajectories use handcrafted fea
tures and cost functions to model the interactions and constraints [65]. 

Most of the social force-based models attempt to learn the parame
ters of the force functions from real-world crowd datasets. When sailing 
in a crowd, humans have the innate ability to read the behavior of 
others, and everyone’s actions depend on the people around them. The 
social force has been shown to achieve competitive results on pedestrian 
datasets [34,46], surveillance systems [11], autonomous driving [41], 
robotics [27,28], intelligent human tracking systems [27,28,30], 
abnormal crowded behavior detection [66], improving data association 
with people in the crowd [67], and other trajectory prediction appli
cations [32,68]. Other methods, such as continuum dynamics [69], 
discrete choice framework [70], topics models [71], and Gaussian pro
cesses [25,30], have also been combined with the social force method to 
model human-human interactions with strong priors. These works tar
geted smooth motion paths and did not handle the problems associated 
with discretization. 

Another line of work uses well-engineered features and attributes to 
improve prediction. Feature engineering is the process of transforming 
raw data into features that can better represent the potential problems of 
the predictive model, thereby improving the accuracy of the model for 
invisible data [72]. Alahi, et al. [73] presented a social affinity feature 
by learning human relative positions from their trajectories in the 
crowd. Hosseini and Maghrebi [74] utilized a social force model-based 
simulation engine to analyze the human behaviors, risks of fire emer
gency occurrence, and emergency evacuation in complex construction 
sites. Yi, et al. [75] proposed the use of human attributes to improve 
prediction in dense crowds. They also used an agent-based model to 
improve the accuracy in systems with a large amount of interconnected 
human agents. Rodriguez, et al. [76] analyzed videos of high-density 
crowds to track and count people. With the aid of topic models, Wang, 
et al. [77] were able to learn motion patterns in crowd behavior without 
tracking objects. These approaches were extended to incorporate 
spatiotemporal dependencies [78]. A mixture model of dynamic 
pedestrian agents that considers the temporal ordering of the observa
tions was also presented [79]. Most of these models provide handcrafted 
features based on relative distances and rules for specific scenes. 

While existing social force-based methods have made notable prog
ress in addressing human trajectory prediction challenges, they suffer 
from the following limitation. Most of these methods provide hand
crafted features based on relative distances and rules for specific scenes 
[47]. This results in favoring models that capture simple interactions, 
such as repulsion and attractions, and might fail to generalize for more 
complex and dynamic crowded settings. In contrast, over the past few 
years, time-series deep learning methods have been used to outperform 
the above traditional ones. 

3.3. Time series deep learning 

Because SPK is time series prediction in nature, scholars start to 
examine the recent deep learning methods for time series data analysis 
as a potential solution for further data mining and performance 
improvement, i.e., keeping improving prediction performance based on 
the same available datasets. RNN [43] is one of the most widely used 
deep learning methods to tackle the trajectory prediction problem. 
Combined with the LSTM [38] network, the RNN model retains long- 
term dependencies and avoids the vanishing and exploding gradient 
problems. Highlighted by the capability to perform sequence-to- 
sequence modeling, LSTMs have been successful in learning temporal 
sequences like future pedestrian trajectories conditioned on the history 
trajectories [47,80]. The applications of these methods were extended to 
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robotics [81] and intelligent human tracking systems [73]. RNN models 
have also proven to be effective for tasks with densely connected data 
such as semantic segmentation [82] and scene labeling [83]. 

Inspired by the success of LSTM for different sequence prediction 
tasks such as handwriting [84] and speech generation [85], Alahi, et al. 
[47] extended LSTM for human trajectory prediction as well. Social- 
LSTM [47] is one of the earliest LSTM-based models focusing on 
pedestrian trajectory prediction. One limitation is that this model only 
analyzes nearby agents within a predefined distance range. Later work 
such as context-aware pool [86], LSTM-MDL [87], peek into the future 
(PIF) [88], Scene-LSTM [48], states refinement LSTM (SR-LSTM) [89], 
and CAR-Net based method [90] extended Social-LSTM with visual 
features and new pooling mechanisms to improve the prediction range 
and precision. 

Some LSTM-based methods were proposed to capture the dynamic 
interactions of pedestrians, where the latent motions represented with 
the hidden states of LSTMs were shared by various mechanisms 
including "pooling" [47,91] and "attention" [80,92]. The "pooling" pro
poses to use social pooling on occupancy maps to collect the latent 
motion dynamics of pedestrians involved in a local neighborhood or the 
whole scene. Unlike the limitations of the local neighborhood or whole 
scene hypothesis, the "attention" mechanism helps to encode the relative 
influence and potential spatial interactions between pedestrians, 
because neighboring pedestrians have different importance for trajec
tory prediction. Compared with the "pooling" scheme, by assigning the 
different and adaptive importance to the pedestrians, attention-based 
models can achieve a better understanding of the crowd behaviors 
based on spatial interactions [93]. 

In addition, several attempts have been made to improve the per
formance of the time-series deep learning method. Behavior-CNN [94] 
used Gaussian processes to avoid the problems associated with dis
cretization and could generate a smooth moving path [81]. Rodriguez, 
et al. [76] analyzed videos of high-density crowds to track and count 
people. Alahi, et al. [73] learned the pedestrian trajectories with relative 
positions as social affinity. Xu, et al. [95] assigned different weights to 
nearby pedestrians based on spatial affinity. Cai, et al. [96] used the 
context-based LSTM to integrate both individual movement and work
place contextual information to predict a sequence of target positions 
from a sequence of observations. They predicted workers’ trajectories on 
unstructured and dynamic construction sites to ensure workplace safety. 
Due to the unscripted nature of construction sites, which places workers 
and equipment in close proximity, near-miss incidents or life- 
threatening contact crashes are possible. Rashid and Behzadan [97] 
combined polynomial regression (PR) and the hidden Markov model 
(HMM) to build a preemptive proximity-based safety framework to solve 
this problem. Zhu, et al. [98] proposed novel Kalman filters that could 
predict positions of the equipment and workers based on estimates from 
multiple video cameras to address the risks of injuries and deaths due to 
the workers being struck by mobile equipment on sites. Other methods 
use multiple networks to capture complex human-human and human- 
scene interactions [47,99,100]. These works showed that RNN models 
are capable of learning the dependencies between spatially correlated 
data such as image pixels. 

However, time-series deep learning methods lack high-level and 
spatiotemporal structure [101]. They only focus on modeling in
teractions among people in close proximity to each other to avoid im
mediate collisions. They do not model human-human interactions in 
crowded scenes and do not anticipate interactions that could occur in 
the more distant future [47,91]. Hence, most of these methods only take 
advantage of the local interactions, but they do not have the capacity to 
model interactions between all people in a scene in a computationally 
efficient fashion, which leads to insufficient accuracy in long-term 
predictions. 

3.4. Generative deep learning 

The most recent advancements in deep learning have further pro
vided promising solutions for SPK to address the data scarcity issue. 
Many data-driven approaches learn to predict deterministic future tra
jectories of humans by minimizing reconstruction loss [47]. However, 
human behavior is stochastic. The learning-based methods are consid
ered to be more capable of handling the stochastic nature of human 
behavior as compared to feature-matching methods [102]. 

This aspect has been studied in the context of route choices to take at 
intersections [103,104]. Pedestrians have multiple navigation styles in 
crowded scenes such as mild or aggressive styles [105]. Therefore, the 
forecasting task entails outputting different possible outcomes. Gener
ative models such as variational autoencoders [106] were trained by 
maximizing the lower bound of training data likelihood. An alternative 
approach, GANs [45], has been proposed where the training procedure 
is a minimax game between a generative model and a discriminative 
model. GANs overcome the difficulties in approximating intractable 
probabilistic computation and behavioral inference, and have been 
employed to approximate socially accepted motion trajectories in 
crowds [91,107–109], and GANs have shown promising results in tasks 
such as the generation of multiple socially acceptable trajectories given 
an observed past [91]. 

As aforementioned, Social-LSTM does not consider the interaction 
between agents and remote agents. Gupta, et al. [91] solved this prob
lem by developing a novel pooling mechanism termed as Social-GAN to 
aggregate information across people involved in a global scene. 
Although these max-pooling methods handle multiple agents well, the 
permutation invariant functions such as max may discard important 
information as they might lose the uniqueness of their inputs [109]. 

In contrast, the social attention model [92] and scene semantic 
segmentation model [109] addressed the heterogeneity of social inter
action differently among different agents by attention mechanisms 
[110] and spatial-temporal graphs [111]. Attention mechanisms encode 
which other agents are the most important to focus on when predicting 
the trajectory of a given agent [39]. The variation of construction ma
chine poses can cause interactive on-site safety issues such as struck-by 
hazards. Luo, et al. [112] used GRU to recognize machine activities 
considering working patterns and interaction characteristics to predict 
future machine poses. Sadeghian, et al. [109] combined deep neural 
network features from the scene semantic segmentation model and GAN 
using attention to model human trajectory. Kim, et al. [113] developed a 
trajectory prediction model for mobile construction resources capable of 
predicting more than five seconds based on Social-GAN. For construc
tion, this network can automate proximity monitoring and struck-by 
hazard detection to avoid construction accidents. GANs have been 
widely used in the study of human trajectory prediction and have 
become the most popular tool recently. However, both Social-GAN [91] 
and the scene semantic segmentation model [109] fell short of learning 
the truly multimodal distribution of human behavior and instead 
learned a single mode of behavior with high variance [114]. Unlike most 
of the previous work about human trajectories prediction 
[47,48,91,103,109], which oversimplified a person as a point in space, 
Liang, et al. [88] encoded a person through high semantic features about 
visual appearance, body movement, and interaction with the sur
rounding, motivated by the fact that humans derive such predictions by 
relying on one similar visual cues. Kosaraju, et al. [114] constructed a 
generative model term as Social-BiGAT that can learn these essential 
multimodal trajectory distributions, directly capture the interactions 
between pedestrians, and predict future paths based on the graph rep
resentation. Mohamed, et al. [115] developed Social-STGCNN which 
uses spatio-temporal graph to model the scenes based on Social-BiGAT 
[114], thereby benefiting more for graph representation [114]. These 
works show that GANs can not only predict possible interactions in the 
more distant future, but also model human-human interactions in 
crowded scenes. 
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3.5. Summary of the SKP methods 

In summary, scholars initially used the clustering approach [40] for 
SKP-based HMP, but one major limitation of this approach is that the 
neglected human information can make the prediction of human tra
jectory inaccurate. After that, scholars introduced the social force 
modeling [41] which, however, still bore limitations related to relative 
distances and rules for specific scenes, preventing it from being gener
alized for more complex and dynamic crowded settings. With the 
development of data sensing technologies, deep learning methods, 
particularly RNN [43] and LSTM [38], began to be used in HMP. 
However, these methods lack high-level and spatiotemporal structure 
[101]. They are not able to model human-human interactions in crow
ded scenes or anticipate interactions that could occur in the more distant 
future [47,91]. More recently, GANs, which can overcome the diffi
culties in approximating intractable probabilistic computation and 
behavioral inference, have been employed in HMP [91,107–109]. GANs- 
based methods have shown promising results, as they can not only 
predict possible interactions in the more distant future, but also model 
human-human interactions in crowded scenes [91]. A summary of all 
SPK methods is illustrated in Fig. 2. 

4. Ergonomics, Physiology and Cognition-based Prediction 
(EPC) 

Despite the advancements of SPK methods, a pressing challenge still 
presents due to the lack of state information on the decision-making 
points, such as when/why a person will move forward. The lack of 
human information makes it challenging for SPK to predict human in
tentions. Higher granularity and causality of motions are neglected. 
Hence, how and why humans have their motions are not clear. The 
performance of HMP is insufficient for the requirements of intelligent 
system applications in construction, such as collision avoidance in 
human-robot collaboration in construction workplaces. To solve this 
problem, various human information needs to be considered in HMP. 
This level of body information includes ergonomics and physiological 

information. First, ergonomic methods can capture the initiations and 
key kinematic points of motions based on delicate body-oriented fea
tures, hence providing information about when humans would move. 
Second, physiological methods can explore the leading physiological 
signals for predicting the near future state change of motion intents, 
which can help model how a motion starts. Lastly, cognitive methods 
can move a step further to incorporate high-level cognitive and decision- 
making data into the prediction of an early intent for a motion. To 
summarize, it is necessary to consider the deeper driving factors of 
human motion. EPC-based HMP methods vary significantly in terms of 
the inherent analytical method. Depending on the specific prediction 
indicators, they may involve classic ergonomics models, statistical in
ferences, and ML, as reviewed in detail in the remainder of this section. 

4.1. Ergonomics-based modeling 

The ergonomic approach captures the initiations and key kinematic 
features of human motions based on delicate body-oriented data. Motion 
capture technologies are often needed to examine the finite sets of 
movements of key body components, such as joints, arms, low back, and 
feet. The information of motion capture provides rich information for 
modeling human ergonomics and predicting human motion. 

4.1.1. Classic ergonomic models 
The classic ergonomic models aim to predict human motion by dig

ital human modeling and simulation [117], which contain a biome
chanical representation of the human body along with the 
computational algorithms. For construction, the biomechanical simu
lation and prediction of human motion can solve the serious professional 
injuries problem that workers are suffering from [118]. There are two 
methods used for motion prediction, namely data-based models and 
physics-based methods [119]. The first method uses the anthropometric 
data and motion data collected from motion capture experiments to 
predict human motion. This method involves functional regression and 
data-driven model. The second method uses mathematical models (e.g., 
dynamic-based models or optimization-based models) to predict human 

Fig. 2. The summary of HMP methods.  
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motion based on the biomechanics and kinematics data [117]. 
First, one of the widely used data-based models is functional 

regression [120], which uses a linear combination of the parameter 
functions. For example, the right-arm reaching motion was modeled, 
revealing the influence of height, age and personality on the choice of 
stretching exercise [121]. The method of non-parametric regression 
modeling was used to predict human motion [122] using motion capture 
data. Faraway and Reed [123] proposed a statistical method for digital 
human motion modeling. Mavrikios, et al. [124] used an additive model 
based on anthropometric parameters and motion coordinates to predict 
human motion. The lifting motion and the force-exertion postures were 
also predicted using the regression model [125]. One limitation with the 
above statistical models is that their predictive power is limited when 
extrapolating to novel, untested conditions. In addition, these models 
require high-quality data, which are typically collected either from 
thousands of experiments with human participants. Second, the data- 
driven models utilize a database to predict human motion or combine 
existing motions in order to generate new ones [119]. For instance, Park, 
et al. [126] introduced a novel simulation approach termed memory- 
based motion simulation (MBMS), which included a "motion modifica
tion" (MoM) algorithm to predict both seated upper body reaching and 
whole-body load-transfer motions. Woojin, et al. [127] developed a 
memory-based HMP model, which used real human movement samples 
recorded in motion capture experiments as templates to simulate new 
movements. This method could simulate the variability of human mo
tion, but the representation of the human body was relatively simple, 
which limited the accuracy of posture planning. 

As for physics-based methods, the direct inverse kinematics (IK) 
approach to posture prediction has received substantial attention. For 
example, Jung, et al. [128] developed an analytic reach prediction al
gorithm by employing the IK method. Similarly, a geometric IK algo
rithm to predict arm reach postures was proposed based on the criterion 
of minimization of the norm of joint angular velocities [129]. Lin, et al. 
[130] reported a dynamic simulation model based on biomechanical 
features for analyzing lifting activities, in which the IK method was 
employed. Hauberg and Pedersen [131] proposed a probabilistic inter
pretation of IK and extended it to sequence data to estimate the artic
ulated human motion in visual data. There are an infinite number of 
possibilities to determine a posture due to excessive degrees of freedom 
(DOF) possessed by the human body, which, often referred to as the 
kinematic redundancy problem, still needs to be addressed [117]. 

A variety of optimization-based approaches have been proposed for 
addressing kinematic redundancy and computational complexity issues 
in HMP, where certain cost functions or performance criteria were hy
pothesized to represent presumed optimal strategies. First of all, 
optimization-based IK approach is one of the optimization-based ap
proaches that can resolve the kinematic redundancy efficiently. For 
instance, the optimization-based differential IK approach was used for 
modeling three-dimensional (3D) human seated reaching motions 
[132], and predicting sitting and stretching motions [133] and gait 
motions [134]. Zou, et al. [135] proposed a two-layer nonlinear inverse 
optimization method to simulate and optimize a 52 degree-of-freedom 
human model. Xiang, et al. [136] proposed to use hybrid predictive 
dynamics (HPD) with the IK method to simulate, predict and track 
human motion. Second, in addition to optimization-based IK approach, 
the direct optimization-based method has also been considered, 
assuming that humans choose a posture to minimize certain motion 
objective functions. Multi-objective optimization has been widely used 
to predict the posture [137], upper body motion of humans in the car 
[138], human lifting motion [139] and human walking [140]. By 
minimizing the power cost and discomfort function at the same time, a 
multi-objective optimization method was proposed in [9] to predict 
human posture. A direct optimization approach was also used to predict 
human body joints’ profiles [141]. To reduce the amount of required 
data for model input, Farahani, et al. [142] developed an anatomically 
detailed 3D human squat jumping model based on a zeroth-order 

optimization algorithm independent of the gradient information. Pre
dictive dynamics was a novel optimization method for predicting human 
motion [143]. The planning and prediction of human arm motion is of 
particular interest to direct optimization-based methods, which can be 
further divided into deterministic and stochastic. For deterministic 
methods, the cost is typically expressed as the integral of certain 
deterministic functions over the movement time. For example, to predict 
the trajectory of the human hand, the minimum hand jerk criterion was 
proposed [144]. Through the optimization of the cost function, the 
robust optimization-based deterministic model was used to simulate and 
predict human arm motion [145]. For stochastic methods, random dis
turbances are included and the expected value of the cost function can 
be minimized. Mainprice, et al. [29] used an inverse reinforcement 
learning algorithm to learn the cost function from hand trajectories, and 
used the cost function and the motion planning stochastic trajectory 
optimizer (STOMP) to iteratively re-plan the trajectories to predict 
human hand motions. In another study, Svinin, et al. [146] tested four 
different dynamic models for dynamic prediction and evaluation of the 
human hand motions. 

By considering the kinematic redundancy and computational 
complexity, the above classic ergonomic models have notably improved 
the performance of HMP. However, they also bear a few limitations. 
First, some of these models use optimization methods that are slow to 
converge on a solution [147]. Hence, the computational tractability of 
these models and their speed toward the real-time simulation of complex 
human motions still need to be strengthened. Second, most of these 
models were tested with limited motion databases [147], therefore, it 
has remained challenging for them to fully and accurately capture the 
characteristics of complex and large-scale human motions. To capture 
the realistic complexity of human motions, the level of physical realism 
in mathematical representations of the human motion should be 
improved [117,148]. It has been found that the psychophysical and 
biomechanical models could provide a potential tool for developing 
human posture and motion prediction models to improve the perfor
mance of dynamic prediction for complex human motions [148]. The 
accuracy of HMP can still be improved with a further consideration of 
ergonomic features. 

4.1.2. Statistical inferences of ergonomics features 
According to a series of behavioral experiments [149], people mainly 

judge the intentions of others by observing the gaze of others’ eyes and 
the motion of others’ heads as behavioral cues. By adding these 
behavioral cues, the intention prediction could be made more accurate. 
This has motivated a number of studies that aim to use behavioral cues 
to predict human motion intentions, by building statistical models that 
classify different types of data based on certain statistical features. 

For HMP based on motion capture data and image motion contour 
data, the support vector machines (SVM) has been used effectively for 
classifying between two or more classes or estimating a continuous 
variable using regression, and it can be easily extended to multiclass 
classification through a single optimization. In addition, it has been used 
widely for walking direction estimation, walking intention and motion 
prediction in computer vision because of its efficiency and simplicity. 
For motion capture data-enabled HMP, Kadu and Kuo [150] used an 
SVM classifier based on a position histogram to classify human motion. 
For image motion contour data, Gandhi and Trivedi [151] proposed a 
probabilistic prediction model of pedestrian direction, which uses an 
SVM-based scheme to estimate the pedestrian direction, and uses HMM 
to model the conversion between directions and integrate the direction 
probabilities at different times. HMP based on motion contour histogram 
of oriented gradient (MCHOG) and SVM algorithm were also used to 
predict pedestrians’ intention of entering the traffic lane [152], the 
initial gait of walking [153], status change between walking, standing, 
stopping and bending [154,155]. In addition, the standardized SVM 
[156] and HMM [157] were also used to determine whether pedestrians 
are willing to enter the road based on their postures and the position and 
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displacement of the joints. The SVM classification is also employed to 
recognize construction workers’ awkward motions to protect workers 
from cumulative trauma disorders. The method with the constructing 
tensor solves the problem that the recognition typically requires huge 
computational resources and complicated processes, and the con
structing tensor has the potential in efficiently integrating multiple 
heterogeneous data sources [158]. 

The Gaussian processing dynamic model (GPDM) has also been used 
for imagery information-based HMP, allowing for nonlinear mapping 
from the latent space to the observation space, as well as a smooth 
prediction of latent points. For instance, Keller, et al. [159] classified 
human motion intention and realized short-term path prediction based 
on image motion features. Position cues obtained from detector infor
mation and motion features obtained from dense optical flow informa
tion were used in the Gaussian function through principal component 
analysis (PCA). Zhou, et al. [160] used the Kalman filter (KF) algorithm 
based on the Gaussian mixture model for pose correction, and then used 
Gaussian mixture regression (GMR) to predict the human motion pose. 
To leverage the higher-level information, Keller and Gavrila [161] 
proposed a prediction system that integrated the GPDM, the probabi
listic hierarchical matching algorithm, the KF method, and its extension 
interacting with multiple model KF. The system was used to predict the 
path of pedestrians and to classify the moving action of the pedestrians. 
GPDM was also used to realize the prediction for walking and stopping 
trajectories [162], and to be integrated into a prediction framework to 
achieve a prediction for stopping, walking, and starting trajectories 
[163]. Using the balanced Gaussian process dynamics (B-GPDM) and the 
original Bayesian classifier, the position, posture, and intentions of the 
pedestrians could be predicted through the information obtained from a 
stereo camera on the vehicle [164]. Using the B-GPDM and the combi
nation of different KF, the position, posture, and intentions of the pe
destrians also could be predicted [165]. 

There are also other relatively lesser used statistical inferences 
methods for HMP. Based on different kinds of data including motion 
capture data with or without labeling, electromyography data, and 
accelerometer data, an unsupervised data segmentation method was 
used to automatically segment human motion data into different actions 
[166]. In addition, Matsubara, et al. [167] proposed a generative model 
including low-dimensional state dynamics and a two-factor (state- 
related observation basis and style parameters) observation model to 
predict the action sequence in real-time. As for image-based motion 
contour data, based on speed, time, and trajectory data extracted from 
stationary video-based marker and head-detection data, Goldhammer, 
et al. [168] used a piecewise linear model and S-type model to reduce 
the initial prediction time of gait and to improve the prediction per
formance. Dynamic Bayesian networks (DBN) [169] were used to pre
dict human motion intention using the posture of the head and to 
determine whether pedestrians would enter a shopping mall. With the 
context information considered, Kooij, et al. [170] used DBN to capture 
pedestrians’ situational awareness, situational criticality, and spatial 
layout of the environment as a potential state transition linear dynamic 
system, which was used to predict pedestrians’ status changes between 
stopping and walking. Another method seen in the literature is the 
conditional random field modeling. Using the data obtained from head 
tracking, the lateral position of path prediction was performed using 
different models [171]. 

In summary, the human motion intention prediction using features 
extracted from the image is mainly based on statistical inference 
methods. However, the online prediction is difficult when using these 
methods due to computational cost issues, and the prediction ignoring 
the randomness of behavior may result in remarkable deviation from the 
reality. To address such limitations, more advanced analytical methods, 
particularly from the ML area, started to gain popularity. 

4.1.3. ML-based ergonomics feature extraction 
With more features considered in the HMP, the ML methods have 

been used in the ergonomics-based prediction. These ML-based ergo
nomics methods are groups based on different types of indicators and 
reviewed in detail as follows. 

Based on inertial motion sensor data and with the recent advance
ments in ML, ANN [172] and RNN [173,174] were used for character
izing human postures, recognizing skeleton-based actions, and detecting 
the actions of skeletons in real-time. The dropout autoencoder LSTM 
(DAELSTM) was used to improve the prediction of long-term action 
sequences [175] and a global context-aware attention LSTM (GCA- 
LSTM) neural network [176] was proposed to realize online motion 
recognition from skeleton data and predict human motion in both online 
and offline states considering the context information. The radial based 
network (RBN) has also been used for similar purposes, as it could 
eliminate the ambiguity of the objective function, and improve the ac
curacy of prediction compared [177]. In addition, raw data was pre
processed to achieve accurate predictions with the ML methods. 
Fragkiadaki, et al. [178] used an encoding recursive decoder (ERD) 
model to recognize and predict human poses with motion capture data. 
The ERD model is a RNN that combines a non-linear encoder and 
decoder network. Li, et al. [179] proposed a new convolutional hierar
chical autoencoder (CHA) framework. The CHA framework is superior 
to previous approaches in terms of computational complexity, storage 
capacity, and long-term and short-term predictions, although it dem
onstrates an unbalanced preference of actions. 

As for imagery data, Goldhammer, et al. [180] used a self-learning 
approach based on ANN to classify and predict pedestrians’ walking, 
starting, stopping and bending. Based on the head position and velocity 
information obtained by head tracking, polynomial least-squares 
approximation and multilayer perceptron neural networks were used 
to predict the continuous position over a period of time [181]. As more 
models have gradually begun to consider context information, a new 
fuzzy finite automata prediction method was proposed to improve the 
prediction of pedestrian intentions [182]. Later, Kwak, et al. [183] used 
the dynamic fuzzy automata (DFA) method to predict the intention of 
pedestrians in a continuous sequence, based on features of the distance 
between curbs and pedestrians, the pedestrians’ speed and head 
direction. 

In summary, the ML methods have the capacity of handling the 
stochastic nature of human motions. They also help achieve higher ac
curacy by solving the challenges associated with long-term data se
quences and online prediction. These methods have provided promising 
and evolving solutions in ergonomics-based HMP. 

4.2. Physiology-based prediction 

The physiology-based prediction methods predict human motions by 
interpreting humans’ biological signals. As human motions are 
controlled by muscles, the electromyogram (EMG) signal, which con
tains information about joint angle, joint torque and muscle force, is one 
of the widely used biological signals for human motion intention pre
diction. There are two types of EMG signals including surface EMG 
(sEMG) acquired with electrodes that are placed on the surface of the 
skin just above the target muscle, and intramuscular EMG (imEMG) 
detected with needles or wires that are inserted into muscles. There is no 
significant difference between the two types of EMG signals in terms of 
measuring motion classification accuracy [184], hence we make no 
distinction between these two types of signals hereafter. 

Existing EMG-based HMP methods are based on either pattern 
recognition or continuous motion prediction. For pattern recognition, 
there are several commonly used methods including Bayesian network 
methods, clustering methods, and neural network methods. Firstly, LDA, 
which is a special Bayesian network method, is the most commonly used 
method for HMP with EMG. Multiple types of upper extremity motions 
were recognized based on the LDA classifier [185]. The state-space 
model [186] was also used to estimate arm force and motion using 
EMG signals for the control of exoskeletons. Secondly, the K-mean-based 
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clustering method was used to explore the relationship between the 
activities of peris shoulder EMG and different handshake postures and 
arm directions for the applications of prosthesis [187]. Fukuda, et al. 
[188] used the electromyographic EMG signals to recognize eight 
different hand motions using log-linearized Gaussian mixture network 
(LLGMN). To explore the best filtering and classification methods for 
hand motion prediction based on sEMG, Zhou, et al. [189] used three 
different types of classifiers, and found that the Gaussian mixture model 
had the best performance. Thirdly, as for the neural network methods, 
the ANN was used to recognize six kinds of wrist motions using the 
myoelectric lower arm signal for the application in a non-invasive EMG 
computer interface [190]. ANN was also used for the prediction of hand 
tasks [191], the prediction of upper-limb [192], and robotic prosthesis 
myoelectric control based on motion prediction [193]. The decision 
theory and context information were used for EMG-based human-robot 
interfaces with Bayesian and neural networks to reduce the difficulty of 
classification and improve the accuracy [194]. In order to solve the 
problem of a limited number of pattern recognition systems of EMG 
signals, an adaptive neuro-fuzzy inference system was developed for the 
sEMG-based identification of hand motion commands [195]. Batzia
noulis, et al. [196] used the dynamic EMG signal in the pre-motion of 
grasping to decode the grasping posture for robot control in human- 
computer interaction. Duan, et al. [197] used a wavelet neural 
network combined with the discrete wavelet transform to predict hand 
motion commands with a small number of signals. The methods used for 
EMG-based pattern recognition have increasingly focused on how to use 
the least signal channels to achieve real-time prediction and higher ac
curacy. However, EMG based on pattern recognition only realizes the 
discrete motion prediction, which is different from the natural and 
smooth motion of human beings. To solve this problem, the continuous 
HMP based-EMG signal has been explored. 

The commonly used method for continuous HMP is ANN, which can 
be utilized to approximate the nonlinear relationship between s-EMG 
and continuous motions. Considering muscle contractions and the con
tact between the body and the objects, Kwon and Kim [198] used sEMG 
and joint angular velocity to achieve real-time prediction of upper limb 
motion based on the method of ANN. ANN was also used to predict the 
human shoulder joint angle from zero to ninety degrees in a virtual re
ality rehabilitation system [199], identify forearm flexion and extension 
motions in real-time [200], and predict simultaneous and continuous 
shoulder and elbow motion [201]. The back propagation neural network 
(BPNN) calculates the derivative flows backward through the network, 
which improves the estimation accuracy and realizes real-time predic
tion. This nature of BPNN is used to minimize the error of the network 
using the derivatives of the error function. Zhang, et al. [202] achieved 
sEMG-based continuous prediction on joint angles of human legs by 
using BPNN. The angle of the shoulder and elbow joints [203], the joint 
motion [204], and the continuous joint angle prediction in a short time 
[205] were also estimated using the BPNN. More different neural net
works have been used for continuous motion prediction for different 
purposes. Loconsole, et al. [206] adopted the EMG from five muscles in 
the shoulder and elbow to predict joint torque online for the purpose of 
online control of exoskeleton by using the time-delay neural network. 
Akhtar, et al. [207] explored the extent to which the EMG in different 
positions including shoulder, upper arm and forearm can be used as an 
indicator to predict the angle of distal arm joint for the normal and 
disabled people using the methods of locally weighted projection 
regression (LWPR) and time-delay adaptive neural network (TDANN). 
The other methods include linear and nonlinear data-driven models. 
Firstly, there were other state-space models, including state-space vector 
model [10] and state-space EMG model [208,209], that were used to 
continuously predict human joint angles. Then online projection 
regression [210] and temporally smoothed multilayer perceptron (MLP) 
regression [211] were used to predict the joint angles and continuous 
lower limbs’ motion respectively. In continuous HMP based-EMG, the 
methods study the basis of continuous prediction, and aim for high- 

accuracy, real-time and smooth HMP in human-computer interaction. 

4.3. Cognition-based prediction 

Unlike the rich body of literature on HMP based on the ergonomic 
and physiological modeling, there have been fewer studies on HMP 
relying on the neurofunctional data and the corresponding cognitive 
theory. EEG can provide more information about how humans think and 
whether they decide to initiate a motion. The intention to move is 
associated with at least two cortical activities including movement- 
related cortical potentials (MRCP) and event-related desynchroniza
tion over sensorimotor and supplementary motor cortices [212]. 
Therefore, it is possible to use pre-motion EEG to classify the motion 
pattern and realize the online prediction of human motion intention. In 
the meanwhile, the cognitive theory can explain human behavior by 
understanding human processes of thoughts and decisions. It provides a 
deeper understanding of how to predict human motions long before they 
happen. 

Efforts have been made to leverage electroencephalogram (EEG) 
data for human movement decision prediction. The combined methods 
of independent component analysis (ICA), power spectral density esti
mation (PSD) and SVM [213] were used to predict human motion from 
single-trial EEG. Shafiul Hasan, et al. [212] also used an SVM classifier in 
a ten-fold cross-validation scheme to predict the intention of walking 
using EEG data. SVM, Mahalanobis linear distance (MLD) classifier, GA- 
based MLD classifier and decision tree classifier were all used for HMP, 
though there was no significant difference among these three methods 
[214]. In addition, a new PCA [192] and neural network were also 
proposed to predict human intention regarding hand motions using the 
combined data of the EEG and EMG. For other linear classifiers, Sburlea, 
et al. [215] used sparse linear discriminant analysis (SLDA) to detect the 
intention to walk of healthy people and stroke patients, respectively. It 
allows HMP to be made with a small amount of EEG data. In addition to 
the pursuit of high accuracy of offline classification with fewer data and 
time, subsequent research has been focusing on how to achieve online 
predictions, which is demanding in terms of computing power and 
speed. For instance, Bai, et al. [216] explored how to predict human 
voluntary motion in real-time before it occurs using EEG signals. They 
used the MLD classifier as a modeling method to predict motion inten
tion in advance before the actual motion was monitored. 

Most recently, several studies have attempted to predict human 
motion intention based on cognitive frameworks. Turnwald, et al. [217] 
applied the game theory to the decision-making process of human 
navigation to predict actual human trajectory. By generating a frame
work to identify potential factors in the decision-making process with an 
unsupervised method, Zou, et al. [100] introduced a model to decon
struct the decision-making process to infer the future trajectories and 
intention of pedestrians. In addition, Yang and Howard [19] integrated 
the final comfort state theory in the optimization-based motion predic
tion formulation to predict hand posture. These methods solved the 
problem that the methods without cognition theory have no decision- 
making or task planning capabilities, thus severely limiting the poten
tial power of HMP. In summary, the cognition theory focuses on the 
motion control, planning, and decision-making aspects behind human 
motion and it strives to answer the "why" of human motion. The adop
tion of cognition theories has shown a substantial potential to improve 
the accuracy of predicting human motion. 

4.4. Summary of the EPC methods 

In summary, developed upon different theories and approaches, the 
EPC methods can be divided into three groups including ergonomics- 
based modeling, physiology-based prediction and cognition-based pre
diction. First of all, early EPC methods mainly relied on ergonomic 
models, which only considered the behavioral and ergonomic charac
teristics of humans [117]. Later on, motivated by the increased 
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accessibility to the anthropometric data and motion data, research 
began to explore the data-based models, while at the same time the 
physics-based methods were also introduced based on the biomechanics 
and kinematics data. Although these data-based methods have improved 
the prediction of human posture and movement, they typically involve 
high computational complexity and lack the level of physical realism in 
mathematical representations of human motion [148]. With behavioral 
cues being added, statistical models that classify different types of data 
based on certain statistical features are used. SVM, GPDM and other 
statistical inferences methods show promising performance in predict
ing human motion, although the online prediction issue has remained 
challenging because of the high computational cost. As ML methods 
have the capacity of handling the stochastic nature of human motions, 
recent studies have begun to explore ML methods, such as ANN [172], 
RNN [173,174] and RBN [177] to improve the HMP accuracy. Second, 
for physiology-based prediction, EMG is a widely used indicator that can 
provide useful information for predicting human motion, and various 
pattern recognition methods, such as Bayesian network methods [185], 
clustering methods [187] and neural network methods [191] have been 
applied for interpreting the EMG data to predict human motion. In 
addition, the continuous motion prediction using neural network models 
[199], and linear and nonlinear data-driven models [208,209] have also 
been explored. These physiology-based prediction methods can 
contribute to high-accuracy, real-time and smooth HMP, though they 
have not been widely integrated with ergonomic models. Lastly, in order 
to better understand people’s motion intentions so as to predict human 
motion more accurately, researchers have recently begun to explore 
cognition-based prediction methods, which use EEG data-based pre
dictors (using SVM [213] and other linear classifiers [216]) and 
decision-making model for human motion decision prediction [19]. 
With these methods, HMP has the potential to consider the human 
decision-making or task planning. Limited by the scarcity of relevant 
literatures, the continuous and real-time prediction still remains to be 
explored. A summary of all EPC methods is illustrated in Fig. 2. 

5. Discussions 

5.1. The evolution of HMP rationale 

This review finds that the rationale and main assumption behind the 
HMP methods has been evolving rapidly in the past three decades, 
representing a deepening understanding of the subject matter. Initially, 
the HMP mechanism is based on the straightforward physical charac
teristics of the human motions, modeling humans as a point or particle. 
Only the features of trajectory kinetics such as the past path, the speed, 
and the direction traveled by the agent in the past period are considered. 
The major assumption is that the trajectory of an agent in the past 
represents the momentum of motions of the agent, and the location and 
motion characteristics of the agent in the future can be inferred ac
cording to past trajectory. With this basic assumption, the HMP is not 
different from the trajectory prediction of any other moving objects, that 
they are all treated as moving particles controlled by basic physics. It 
should be noted that this is an oversimplified assumption as when there 
are interactions among humans, between humans and the environment, 
and/or when the stochasticity of human motions cannot be ignored, the 
prediction can fail. As a result, the interactions among human agents and 
aspects of interaction with the surrounding environment are added to 
the formula or as constraints to enable a more accurate prediction result. 
Although the influence of other agents in the same environment is 
considered in these improved methods, these early efforts of modeling 
interactions are fairly basic. To further push the methodological frontier, 
the complexity and stochasticity of human interactions begin to be 
captured in the newer studies. Besides, newer methods to model the 
interaction between humans and the environment are also incorporated 
gradually, including the influence of environmental constraints. Exam
ples of new variables include the distance and the interaction rules 

between an individual and the environment in the process of moving. As 
for the methodological innovations, the KF, multiple linear dynamical 
models, nonparametric stochastic models, and trajectory matching 
models started to appear in the literature. 

With the gradual deepening of the understanding of the subject 
matter, scholars in this area begin to investigate the behavioral and 
ergonomic characteristics of humans that ultimately lead to the initia
tion and triggering of movement, and to predict human motions based 
on these causal relationships, or the so-called motion intention predic
tion. The intention prediction tends to be more accurate by adding 
behavioral cues, for these cues are necessary for humans to judge the 
intentions of others and make movement decisions. The richer infor
mation about the ergonomic and behavioral features, or the body in
formation, includes the biomechanics data of the humans, the intuitive 
imagery information of the different phases of a motion, and the com
plex physiological and biochemical features that provide more infor
mation about motion intentions. The body information adds more clues 
about key nodes of the human body to human motion intention pre
diction. The whole motion is disassembled and the key nodes of the 
human body provide a basis for judging whether humans have the 
intention to move. In addition, any human motion is achieved by the 
control of musculoskeletal processes, and all the peripheral nervous 
systems are controlled by the brain. The biochemical information such 
as the EMG can provide information about how humans move, think, 
and whether they will move. As such, researchers have begun to think 
about how any human motion occurs and why. In particular, EEG re
veals the neural mechanism of human brain cognitive processing and 
provides us with a deeper cognitive understanding of human motion. 
Meanwhile, to handle the increasing computing needs, ML methods 
have been gradually used in the HMP literature. Most recently, the HMP 
literature starts to explore the cognitive basis of motion planning, based 
on EEG which reveals when humans intend to move, and existing 
decision-making theories in which how humans make a decision is 
considered. Although representing a relatively new direction of 
research, several frameworks of human decision-making combining the 
trajectory information and human behavioral cues are introduced in 
recent literature for a better HMP over a long period of prediction 
window. 

To sum up, our understanding of HMP has shifted from relying on the 
basic trajectory-based methods to be on deeper physiological signaling 
mechanisms. In addition, the evolution of information fusion by inte
grating multiple heterogeneous data sources has also been observed. 
With the increasing understanding of the underlying mechanisms of 
human motion, the intentional and decisional variables are captured. 
Hence, we can also observe that in the construction industry, more and 
more sensors are being applied to predict human motion, examples of 
which include inertial measurement units (IMUs), EEG, and heart rate 
sensors, among others [158]. The increased number of variables in the 
HMP methods also extends the required prediction time for bigger and 
more complex models. Based on the specific HMP needs, choosing a 
subset of relevant information may be more conducive to enabling a 
more efficient HMP for context-specific applications. 

5.2. Evolution of HMP methods 

Another clear trend this review reveals is the evolution of prediction 
and modeling methods that are becoming more apt to cope with the 
scarcity and quality issues of the training data in HMP. Like many other 
predictions, the performance of HMP builds on a significant amount of 
quality data for feature exaction, modeling, and predicting. However, 
human motions usually represent substantially dynamic and uncertain 
processes, showing apparent differences among different people, or the 
changing behavior of the same person at different time points or in 
different contexts and/or environments. These differences can be driven 
by the variations in human cognitive and physiological status, a 
perceived difference in task requirements, contexts and environments, 
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and so on. Early unsupervised learning methods, such as clustering 
analysis [40], are less concerned about the driven factors of human 
motion, assuming that a “top-down” similarity clustering would help 
reveal similar patterns and therefore reduce the dimensionality in pre
diction. The requirements of these early methods on the quantity and 
quality of data are both minimum but are more biased toward an 
analysis of only the outcomes of human motions (such as labeling a 
motion), instead of the continuous spatiotemporal analysis or causal 
analysis of human motions. Later methods, such as social force molding 
[41] and activity forecasting methods [103], began to look into the 
driving mechanism in the initiation and development of motions (such 
as interpersonal avoidance behaviors in crowded situations). These 
methods are more effective in capturing the nature and spatiotemporal 
features of human motion, however, they are also more demanding on 
the amount and quality of the required input data, which sometimes 
could be highly challenging. As a result, scholars start to turn to the 
latest advancements in the deep learning area for possible solutions. The 
resulting newer methods are either capable of retaining long-term de
pendencies and avoiding the vanishing and exploding gradient problems 
(e.g., RNNs [43]), or can generate simulated data based on the learned 
patterns (e.g., GANs [45]). Besides RNNs, it has been recently reported 
that CNN-based models are well-suited to perform sequence-to-sequence 
tasks [218,219]. Unlike the LSTM-based models which attend sequen
tially to each frame, the CNN-based models support increased paral
lelism and effective temporal representation [220]. While the 
predictions with RNNs are inherently sequential and the later time-steps 
cannot be computed until the earlier ones are completed, CNN takes 
advantage of its parallelism and can perform training and inference in a 
more time-efficient manner [220]. 

By preserving or enriching the most relevant information for feature 
extraction and prediction, these deep learning methods show a great 
promise in HMP with limited or flawed training data. The HMP per
formance, in terms of precision and accuracy, has greatly improved 
fueled by the new deep learning methods. Meanwhile, various data are 
used to predict HMP using these deep learning methods. More impor
tantly, because of the improved robustness to low-quality training data, 
scholars are able to expand their research focus from simpler human 
motions (such as upper extremity motions [185]), to more complex 
motions (such as human voluntary motion [216]), and in a more real
istic setting such as that with interpersonal impacts and dynamic envi
ronments [47,91]. These deep learning methods have also been 
increasingly applied in the practice of HMP. From this methodological 
roadmap, it is not difficult to find that HMP remains a prosperous 
research area because of the additional benefits and intellectual merits 
(from the data science perspective) of employing new data analytics and 
modeling methods in promoting HMP. This is a relatively independent 
research roadmap in parallel with the paradigm changes but is also 
supporting the development of new prediction paradigms. 

5.3. Application domains using HMP 

Another finding is that the information used for HMP differs across 
various application domains. In the fields of autonomous driving, ro
botics, and abnormal crowded behavior detection, the historical tra
jectory information is easy to obtain and is therefore widely used to 
predict human motion. The prediction of human motion intention based 
on body information is also extensively utilized in many other fields. In 
exoskeletons, robotics, and healthcare applications, the EMG has been 
gradually used to pursue the accuracy of continuous motion prediction. 
The development and use of brain-computer interfaces have also gained 
popularity for classified offline EEG data to achieve online real-time 
prediction before the next action. The motion capture data, the body 
information such as body orientation, and the historical trajectory data 
have been used in traffic research for predicting pedestrian trajectory 
and pedestrian intention. In the human-computer interaction, the mo
tion capture data and the historical trajectory data are all used to realize 

HMP for the simple interaction of humans and computers. With the 
pursuit of real-time prediction in different fields, the speed of compu
tation is critical. However, the tradeoff between having multiple in
dicators for improving the accuracy and having fewer indicators for 
reduced computational complexity is still a debatable issue in the 
literature. 

As for the areas of construction, built environments, and engineering 
operations, the HMP has also seen various valuable applications. For 
example, abnormal crowd behavior detection using workers’ trajec
tories can be used by project managers to monitor workers’ unsafe be
haviors and intervene in them in time. HMP can also be applied for 
autonomous cars and robotics modeling in construction, as the trajec
tories and behavioral cues can also be used for intelligent systems to 
predict human motions and to avoid human-robot collisions during 
construction activities. The biochemical information such as the EMG 
and the EEG can be collected for HMP to avoid the undesired operations 
and prevent occupational injuries at construction job sites. 

5.4. Gaps and directions for future research 

Findings in this review indicate that several gaps have remained to 
be addressed in the future. Firstly, from the comprehensive review of the 
HMP literature, the challenge is the variety and diversity of the existing 
data and methods. For SPK, researchers predict human trajectories 
based on human-human interactions and human-environment in
teractions. Due to human behavior stochasticity and environmental 
complexity, a variety of methods have been developed for different 
scenarios. In the study of EPC, the data and models need to focus on 
different parts of the human body, leading to major differences in pre
diction methods and results. Scholars in different fields need to spend 
significant amounts of time searching literature related to their own 
research. Given the complexity of the HMP problem, there is no single 
methodology that can fit all research needs. As such, researchers may be 
benefited from a descriptive framework that can properly categorize 
different HMP methodologies existing in the literature, associate them 
with diverse application scenarios, and provide clear guidance to help 
researchers select the appropriate HMP methodology to meet specific 
research needs. 

Secondly, the understanding of the dynamics of work context in 
existing research can be further improved. Most existing approaches 
have focused on predicting human motion based on well-defined tasks 
for a relatively short period of time, which are relatively static settings 
without fully considering the changes in work context and uncertainty in 
human motion. It should be noted that in reality, human motion is dy
namic and not entirely dictated by well-defined restrictions, meaning 
that the changes in human motion patterns (such as how hand motions 
and gaze focus are coupled, see [221,222]) are inevitable, especially in 
complex and dynamic settings. 

Thirdly, although some existing approaches have considered 
different human motions, the stochasticity uncertainty, i.e., differences 
in behavior among different individuals, or the changing motion pat
terns of the same individual at different points of time or in different 
contexts and/or environments, still needs further consideration. In 
addition, driven by the complexity and the variability of human mo
tions, there is usually a tradeoff between the length of the prediction 
window and the accuracy of prediction results. How to build a model to 
fully extract the features of the stochasticity uncertainty in human mo
tions, and to analyze different human behaviors has remained an open 
problem. A possible solution could be explored to address the stochastic 
uncertainty. Instead of assuming that a person remains consistent in 
terms of motion patterns, data collected from the same person should be 
further segmented and categorized into distinct pattern groups based on 
the unique motion characteristics. Secondary metrics, such as EEG and 
EMG, can be used to identify motion pattern changes in a continuous 
activity, facilitating an automated segmentation and categorization of 
human motion data. 
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Following the existing literature, a possible advancement for HMP 
may be integrated prediction that employs and combines principles from 
multiple methods and/or disciplines of knowledge. For example, the 
social force method was often used alone in earlier efforts [41]. Later 
studies have attempted to combine it with other methods, such as social 
LSTM [47] and social GAN [91], to obtain more efficient and accurate 
results. Similarly, particle-based methods have been coupled with other 
methods, such as Gaussian processes, to improve the performance of 
prediction. We believe that there is potential room for further explora
tion in multi-method combinations, such as combining RNN and GAN. 
For instance, for the EPC method, combining the SVM, DBN, and the 
LDA classifier may improve the prediction performance. In addition, 
considering the complexity and the variability of human intention, the 
multi-method combination may better adapt to the variety and diversity 
of data. Recent studies have attempted to combine insights from social 
sciences with methods rooted in computer vision and pattern recogni
tion to analyze the motion of groups and crowds [223]. The particle- 
based prediction can also be advanced by incorporating knowledge 
models (e.g., social force) and secondary leading indicators (e.g., EEG or 
EMG). Based on the growing evidence in the literature, we expect that 
multidisciplinary approaches will have a great influence on HMP in 
complex, dynamic and crowded environments [47]. 

In addition, with the latest development of body-carried sensors and 
data-sensing technologies, there is potential to collect new types of 
human data for training HMP models. For example, high precision eye- 
tracking can be achieved with head-mounted systems. These systems 
mount an eye tracker on a helmet or glasses-like structure near the eyes, 
such as Applied Science Laboratories (ASL), SensoMotoric Instruments 
(SMI) Tobii Pro [224], Ergoneers, and SR Research [225]. As for 
capturing the human hand motion, marker-based motion capture and 
IMU-based sensors are increasingly used [226,227]. These data may 
motivate a new direction of HMP methods that leverages the emerging 
approaches in the deep learning domain. An example of such deep 
learning approaches is the automated machine learning (AutoML). By 
enabling the automated construction of an ML pipeline on a limited 
computational budget [228], AutoML provides methods and processes 
to make ML available for non-ML experts, and improves the efficiency of 
ML. Existing AutoML applications in object detection [229], GAN [230] 
and video tasks [231] may inspire the future advances of HMP in the 
construction field. 

For the construction industry, a few datasets for human motion 
recognition research are available. For example, Maurice, et al. [232] 
created a dataset of human motions in industry-like activities. Guerra- 
Filho and Biswas [233] built a dataset including human motion and 
cognition. However, the majority of these datasets are only for generic 
motion recognition purposes and are not adapted to specific settings or 
needs in construction. The mature and sufficiently large datasets are 
lacking in the construction field to develop new methods for human 
motion prediction, and its importance has been gradually realized by 
researchers. One of the purposes of this paper is to urge the construction 
research community and industry to collect more high-quality data for 
construction-specific human motion prediction modeling. One of the 
proposed efforts is to utilize remote and body-carried sensors for data 
collection to build potential datasets for the construction industry. It is 
worth noting that construction operations are characterized by the open 
and evolving work environment, dynamic and changing workflows, and 
hard-to-define human-robot cooperation requirements [234]. Most 
existing datasets can hardly represent realistic and complex construction 
tasks, and there is a pressing need for diverse datasets that capture and 
integrate the representative human information in construction. This 
can be facilitated by the use of advanced data collection technologies. 
For example, for eye-tracking data, high-precision eye-tracking can be 
achieved with head-mounted systems. Considering that construction 
workers typically wear protective goggles, the eye trackers could be 
mounted on them and a satisfactory accuracy could be achieved [235]. 
For human hand motion data, it can be collected by marker-based 

motion capture systems and IMU. Advanced camera systems, such as the 
OptiTrack camera system (Nature Point, OR, USA) and high-end Vicon 
MX-f20 camera system (Vicon, Oxford, UK), have also been introduced 
and proven to be effective for human hand motion capture [227]. As for 
physiological data, a large number of artifacts are expected if physio
logical signals are collected when workers are at work. To address this 
issue, recent research has integrated EEG into the safety helmets worn 
by construction workers to assess their attention level [236], and the 
results demonstrated the feasibility of combining physiological signal- 
gathering devices with safety gears to help build motion recognition 
datasets. In addition, an affordable open-source hardware and software 
platform, such as the one proposed in [237], could be utilized to enable 
multiple groups to collaborate in developing the datasets. Last but not 
the least, the data-sharing culture should be further cultivated to 
encourage the creation and sharing of human motion recognition 
datasets in construction. 

6. Conclusions 

This paper presented a thorough review of the human motion 
intention prediction. The literature about the motion and path planning 
of an individual in an indoor or outdoor environment, and articulated 
full-body motions in workplaces across multiple domains was surveyed. 
A taxonomy of motion prediction techniques was proposed based on the 
theoretical understanding of human motion. This taxonomy has three 
important levels of information, namely physical-based kinematics in
formation, body information, and decision context information, which 
differ in the degree of human cognition considered in prediction and the 
assumptions made about human behaviors. Based on the above taxon
omy, the indicators, methods, and application domains of HMP using 
each level of human information were synthesized. Finally, we sum
marized and discussed the historical evolution of the theoretical un
derstanding of human motion and the methodological solutions to HMP, 
and outlined a few potential directions for future research. This paper 
provides enlightenment for better fulfilling the need of HMP in various 
domains and in the construction domain in particular. It will hopefully 
increase the visibility of this rapidly expanding research area and 
stimulate further research for continuous theoretical, methodological 
and technical advancements. 
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[16] S. Lefèvre, D. Vasquez, C. Laugier, A survey on motion prediction and risk 
assessment for intelligent vehicles, Robomech J. 1 (1) (2014) 1–14, https://doi. 
org/10.1186/s40648-014-0001-z. 

[17] G. Cheron, M. Duvinage, C. De Saedeleer, T. Castermans, A. Bengoetxea, 
M. Petieau, K. Seetharaman, T. Hoellinger, B. Dan, T. Dutoit, F. Sylos Labini, 
F. Lacquaniti, Y. Ivanenko, From spinal central pattern generators to cortical 
network: integrated Bci for walking rehabilitation, Neural Plast. 2012 (2012), 
375148, https://doi.org/10.1155/2012/375148. 

[18] A. Shakeel, M.S. Navid, M.N. Anwar, S. Mazhar, M. Jochumsen, I.K. Niazi, 
A review of techniques for detection of movement intention using movement- 
related cortical potentials, Comput. Math. Methods Med. 2015 (2015), 346217, 
https://doi.org/10.1155/2015/346217. 

[19] J. Yang, B. Howard, Prediction of initial and final postures for motion planning in 
human manual manipulation tasks based on cognitive decision making, 
J. Comput. Inf. Sci. Eng. 20 (1) (2020), 011007, https://doi.org/10.1115/ 
1.4044586. 

[20] L. Bi, A.G. Feleke, C. Guan, A review on Emg-based motor intention prediction of 
continuous human upper limb motion for human-robot collaboration, Biomed. 
Signal Process. Control 51 (2019) 113–127, https://doi.org/10.1016/j. 
bspc.2019.02.011. 

[21] J. Walker, A. Gupta, M. Hebert, Patch to the future: unsupervised visual 
prediction, in: Proceedings of the IEEE conference on Computer Vision and 
Pattern Recognition, 2014, pp. 3302–3309, https://doi.org/10.1109/ 
CVPR.2014.416. 

[22] M.W. Turek, A. Hoogs, R. Collins, Unsupervised learning of functional categories 
in video scenes, in: European Conference on Computer Vision 6312, Springer, 
2010, pp. 664–677, https://doi.org/10.1007/978-3-642-15552-9_48. 

[23] G. Zen, E. Ricci, Earth mover’s prototypes: a convex learning approach for 
discovering activity patterns in dynamic scenes. Conference on Computer Vision 
and Pattern Recognition 2011, IEEE, 2011, pp. 3225–3232. doi:10.110 
9/CVPR.2011.5995578. 

[24] D. Kuettel, M.D. Breitenstein, L. Van Gool, V. Ferrari, What’s going on? 
discovering spatio-temporal dependencies in dynamic scenes. 2010 IEEE 
Computer Society Conference on Computer Vision and Pattern Recognition, IEEE, 
2010, pp. 1951–1958. doi:10.1109/CVPR.2010.5539869. 

[25] M.K.C. Tay, C. Laugier, Modelling smooth paths using Gaussian processes, in: 
Field and Service Robotics 42, Springer, 2008, pp. 381–390, https://doi.org/ 
10.1007/978-3-540-75404-6_36. 

[26] R.P.D. Vivacqua, M. Bertozzi, P. Cerri, F.N. Martins, R.F. Vassallo, Self- 
localization based on visual lane marking maps: an accurate low-cost approach 
for autonomous driving, IEEE Trans. Intell. Transp. Syst. 19 (2) (2017) 582–597, 
https://doi.org/10.1109/TITS.2017.2752461. 

[27] M. Luber, J.A. Stork, G.D. Tipaldi, K.O. Arras, People tracking with human 
motion predictions from social forces, in: 2010 IEEE International Conference on 
Robotics and Automation, IEEE, 2010, pp. 464–469, https://doi.org/10.1109/ 
ROBOT.2010.5509779. 

[28] A. Bera, S. Kim, T. Randhavane, S. Pratapa, D. Manocha, Glmp-realtime 
pedestrian path prediction using global and local movement patterns, in: 2016 
IEEE International Conference on Robotics and Automation (ICRA), IEEE, 2016, 
pp. 5528–5535, https://doi.org/10.1109/ICRA.2016.7487768. 

[29] J. Mainprice, R. Hayne, D. Berenson, Goal set inverse optimal control and 
iterative replanning for predicting human reaching motions in shared 
workspaces, IEEE Trans. Robot. 32 (4) (2016) 897–908, https://doi.org/10.1109/ 
TRO.2016.2581216. 

[30] P. Trautman, A. Krause, Unfreezing the robot: navigation in dense, interacting 
crowds. 2010 IEEE/RSJ International Conference on Intelligent Robots and 
Systems, IEEE, 2010, pp. 797–803. doi:10.1109/IROS.2010.5654369. 

[31] J.J. Leonard, H.F. Durrant-Whyte, Application of multi-target tracking to sonar- 
based mobile robot navigation. 29th IEEE Conference on Decision and Control, 
IEEE, 1990, pp. 3118–3123. doi:10.1109/CDC.1990.203365. 
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