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research areas in the CEM domain where XR technologies are considered the preferred or recommended methodological solutions. A process
model for XR-enabled research is then proposed, with actionable recommendations about how XR-enabled research should be planned,
designed, implemented, analyzed, verified, and validated. This process model is demonstrated with two illustrative case studies. Last,
the paper discusses the philosophical, methodological, and technological roots of the evolution of XR-enabled CEM research and describes
our vision of more enabling, adoptable, and value-adding XR-enabled research in CEM in the near future. DOI: 10.1061/(ASCE)CO.1943-
7862.0002367. © 2022 American Society of Civil Engineers.
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Introduction

Extended reality (XR) is a collective term for immersive technol-
ogies, including virtual reality (VR), augmented reality (AR), and
mixed reality (MR), that can create various real and virtual com-
bined environments and immerse users through visuals, audio, and
potentially olfactory and haptic touch cues (Alizadehsalehi et al.
2020). XR technologies are continually gaining momentum in the
recent decades, offering innovative ways for users to engage and
interact with artificial digital environments that either block out
and replace or are overlaid on the real world.

While the construction industry is traditionally believed to be
slow in adopting new technologies, we have observed that XR tech-
nologies are gradually paving their way to the construction engineer-
ing and management (CEM) domain. Methodologically speaking,
XR technologies have been used in two different ways in the CEM
domain. In many cases, XR technologies are explored by academics
to help develop new solutions to a variety of practical problems in
the construction industry. Examples of such XR-based solutions in-
clude interactive design systems (Reffat et al. 2008), construction

project monitoring tools (Golparvar-Fard et al. 2011), engineering
education tools (Behzadan and Kamat 2013), and construction
safety training protocols (Jeelani et al. 2020). Alternatively, XR
technologies have also been employed as a novel research in-
strument to facilitate scientific inquiries in the CEM domain. By
allowing humans to interact with immersive environments in con-
trolled and monitored experimental settings, XR technologies have
opened new opportunities for researchers to conduct CEM research
involving human participants or concerning human behavior. Here
we would like to draw a distinction between the XR-based solu-
tions and XR-enabled research. Specifically, the former refers to
technological solutions developed for professionals of the construc-
tion industry, where XR technologies are integrated as an essential
or peripheral component of the practical solutions; whereas the lat-
ter refers to CEM research, which usually addresses human behav-
ior–related research questions, that is conducted in real and virtual
combined environments, where XR technologies serve as an ena-
bling research instrument that creates immersive environments
needed for achieving certain research goals.

Prior studies that developed and tested XR-based solutions for
the construction industry have been well documented and discussed
in a few recent review papers (Alizadehsalehi et al. 2020; Li et al.
2018; Wang et al. 2018; Zhang et al. 2020). In contrast, there has
been a scarcity of effort to highlight and synthesize XR-enabled
CEM research, in spite of an increasing amount of literature that
involves XR-enabled methodologies. Based on a holistic analysis
of relevant literature and drawing on our own years of experience
in conducting XR-enabled research, we believe that there are at
least three benefits that XR technologies can bring to the CEM
research agenda. (1) The nature of CEM involves both engineer-
ing (e.g., mathematical models, simulation) and social sciences
(e.g., action research, case studies) research approaches. Thus, in
traditional CEM research, it is extremely difficult to design and
implement controlled experimental settings involving individuals
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and the complexity of projects. One may need to develop, at best,
quasi-experimental scenarios in real projects to test hypotheses, as
there are many compounding effects to isolate from independent
and dependent variables, and it is difficult to test hypotheses as
such. To this end, XR technologies reveal an unexplored avenue
to experimentally controlled environments. (2) XR technologies
provide notable enrichment of the toolbox of academics to obtain
various types of research data. This is particularly important for
scenarios in which accessing the data is technically, economically,
or ethically difficult or prohibitive. (3) XR technologies offer a
possible pathway to ensure reproducibility of findings, as the vir-
tual, augmented, and mixed realities created and used in CEM
research can be easily shared among or reproduced by fellow aca-
demics. Reproducibility is a major principle of scientific methods.
It means that a result obtained by an experiment or observational
study should be achieved again with a high degree of agreement
when the study is replicated with the same methodology by differ-
ent researchers. Unfortunately, the implementation of traditional
CEM methods (e.g., interviews, case studies) and the data they
produce are usually highly context dependent and extremely diffi-
cult to reproduce. The reproducibility provided by XR technologies
can significantly enhance the replicability, validity, and generaliz-
ability of CEM research outcomes.

Meanwhile, a number of major challenges have thus far pre-
vented a more prevalent adoption of XR technologies in CEM re-
search. These challenges include the following. (1) The way the XR
technologies are used in prior CEM studies is in most cases ad hoc,
and XR-enabled research, as an independent, rigorous methodol-
ogy for the CEM domain, is still underexplored. (2) There is still
a lack of an organized knowledge base and workflow for using XR
in various CEM research areas and methodological contexts. (3) The
ecological validity of the XR-based experiments, namely the ex-
tent to which experiment participants’ perceptions and responses
can be generalized to real-life settings, is debatable and sometimes
criticized.

In this paper, we aimed to investigate the status quo of XR-
enabled CEM research, by identifying current research areas in the
CEM domain where XR technologies are considered the preferred
or recommended methodological solutions. More importantly, we
aimed to develop a process model with actionable recommenda-
tions about how XR-enabled research should be planned, designed,
implemented, analyzed, verified, and validated. The process models
are then demonstrated with two illustrative examples from recent
studies. Last, we also discuss the philosophical, methodological, and
technological roots of the aforementioned challenges in XR-enabled
CEM research and describe our vision of more enabling, adoptable,
and value-adding XR-enabled research in CEM in the near future.

Background

XR technology has witnessed continuous technological advance-
ments as well as commendable infiltration into CEM research over
the past three decades. This section briefly reviews the development
of XR and peripheral technologies over time and the expansion of
XR-enabled research topics in CEM.

Development of XR and Peripheral Technologies

The origin of XR technology dates back to the 1960s, when Ivan
Sutherland invented a head-mounted three-dimensional display
named “The Sword of Damocles” (Sutherland 1968). According
to Milgram and Kishino (1994) and Flavián et al. (2019), XR can
be regarded as a continuum spectrum, as shown in Fig. 1. VR, at
one end of the spectrum, creates an immersive virtual environment

without the involvement of visual sensation from the real world.
MR blends the virtual world and real world. AR can be seen as one
specific type of MR that augments virtual information, such as ob-
jects, text or video, onto a real scene. Meanwhile, a narrower def-
inition of MR, also known as pure mixed reality (PMR), is also
adopted in the literature (Flavián et al. 2019). PMR creates an envi-
ronment in which the real world and virtual contents can be totally
merged and the incorporation of reality and virtuality is bidirec-
tional. In PMR, users can interact with both real and virtual con-
tents, and the elements from the real world and virtual world can
also interact (Flavián et al. 2019).

VR technology ushered in the first commercial boom in the
1990s. But the high cost of VR products and the immaturity of
peripheral technologies limited its wide adoption by the public at
that time. The second boom occurred in the 2000s, which led to the
gradual expansion of VR usage in CEM research. There are dif-
ferent forms of VR technology, including the desktop VR system,
Cave Automatic Virtual Environment (CAVE), and head-mounted
display (HMD). Among them, HMD provides the highest level of
immersion for users and allows users’ head orientation and move-
ment to be monitored with advanced tracking technologies. As for
AR technology, it is categorized into mobile AR (e.g., smartphones
and tablets) and wearable AR (e.g., Google glasses) according
to the output device. AR systems commonly use sensor-based or
vision-based tracking technologies (Ashwini and Patil 2020). The
establishment and release in 1999 of “ARToolKit,” a typical com-
puter tracking library developed using the marker-based method
(Kato and Billinghurst 1999), is a milestone in the history of AR.

Later on, the tracking methods began to migrate from marker-
based to markerless-based (Chi et al. 2013). The incorporation of
markerless-based tracking technology provided new opportunities
to apply AR in construction fields. Compared with V/AR, the
launch of PMR technology was much later, and few devices using
PMR are available in the market. Currently, the only technologies
that can be truly regarded as PMR are the holographic devices
Microsoft Hololens (Microsoft 2021) and Magic Leap (Magic
Leap 2021). PMR devices are equipped with sophisticated sensors
that are capable of capturing the contour and content of the work-
space so that virtual objects can intelligently integrate into users’
environments.

In addition to advancements in the functionality, usability, and
affordability of XR technology, the rapid expansion of XR usage in
CEM research is inspired by the increasing availability of three
classes of peripheral technologies that are used for improving XR
environment modeling, facilitating human-computer interactions,
and assisting experimental data collection. For XR environment
modeling, various existing 3D modeling and animation technolo-
gies can be used to improve modeling efficiency and quality. Instead
of creating XR environments directly in XR engines, researchers
can either create as-is 3D models of the environments with fast
modeling technologies (e.g., photogrammetry, laser scanning), or
leverage models of different formats [e.g., building information

Fig. 1. XR spectrum. (Adapted from Milgram and Kishino 1994;
Flavián et al. 2019.)
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model (BIM), Maya, 3dsMax] that are created for other applications
during the lifecycle of the construction projects. Meanwhile, to
facilitate human-computer interactions in XR environments, various
novel multisensory devices are becoming available, which can lead
to more immersive, holistic, and realistic user experience. For ex-
ample, haptic devices such as gloves and exoskeletons can be used
to accurately track hand and body postures and reflect force feed-
back to users; heater, smell, and vibrating devices can be used to
create rich sensory stimuli from the XR environment and elicit com-
plex user responses. In addition, rich behavioral data are produced
when users interact with the XR environment. The collection of XR
experimental data, including behavioral and physiological data, re-
lies on the use of XR-embedded sensors. For user behavioral data
collection, XRmanufacturers leverage body-carried motion trackers.
These motion trackers are fueling research in human factors and er-
gonomics. XR-embedded physiological sensors do not directly af-
fect users’ experience in XR environments; however, these sensors
can provide various physiological measurements [e.g., electromyog-
raphy (EMG), electrocardiography (ECG or EKG), galvanic skin
response (GSR), electroencephalography (EEG), and functional
near-infrared spectroscopy (fNIRS)]. We observe a clear trend in
the recent literature that neurophysiological sensors are integrated
into XR systems for a more effective human assessment. For ex-
ample, eye trackers have been embedded in mainstream VR/AR
headsets. Researchers are leveraging the embedded eye trackers in
cognitive and attention pattern studies as part of the XR methods
(e.g., Sipatchin et al. 2021). Most recently, neuroimaging devices
are also being implemented and even embedded in the XR headsets.
As a result, we project that the integration between neurophysiologi-
cal sensors and XR systems will become even more prevailing.

Expansion of XR-Enabled CEM Research Topics

Researchers started to use XR technology to conduct CEM research
involving human participants or concerning human behavior in the
early 2010s. In these studies, the use of XR can be broadly catego-
rized as a visualization tool, a medium of communication, or a

stimulus to participants, distinguished by their respective purpose
and human-computer interaction characteristics. As a visualization
tool, XR makes use of visual elements and visual interaction strat-
egies to present abstract or complex contents that are difficult to
understand, with the aim to support users’ perceptual inferences
instead of arduous cognitive comparisons and computations. When
XR acts as a medium of communication, it enables user-user inter-
actions in the XR environment, with the help of text and voice chat
tools, visual sharing affordance, and virtual avatars, to facilitate in-
formation sharing and collaboration between users. As a stimulus
to participants, XR creates multisensory human-computer interac-
tions, with the aim to reproduce hazardous and stressful environ-
ments in a relatively safe and controlled environment and evoke
users’ emotional and behavioral reactions to the virtual stressors.
Among all the XR-enabled studies involving humans, we have ob-
served based on a review of relevant literature that five topics are
the most studied by CEM scholars, including construction safety,
emergency evacuation, human–building interaction, architectural
and urban design, and training and education. These classifications
are not mutually exclusive; a study may involve multiple topics. For
studies on each topic, Table 1 summarizes the main concerned re-
search questions, the type of XR technology used, the role XR tech-
nology plays, and commonly used peripheral technologies.

For studies on construction safety and emergency evacuation,
XR technology acts as a stimulus to participants and provides new
opportunities for researchers to observe participants’ responses and
behaviors in a virtual dangerous environment, while the partici-
pants are not exposed to real risks of physical injuries. Existing
XR-enabled studies on construction safety focus on (1) exploring
environmental factors [e.g., sounds (Lu and Davis 2016)] and cog-
nitive factors [e.g., cognitive load (Han et al. 2021) and mental
fatigue (Tehrani et al. 2021)] that influence workers’ safety; and
(2) investigating safety intervention methods that address identified
ergonomic risks (Hasanzadeh et al. 2020). By allowing humans to
interact with immersive environments in controlled and monitored
settings, existing XR-enabled studies on emergency evacuation aim

Table 1. Main research topics explored in existing XR-enabled CEM research

Research topic Main research questions Type of XR Role of XR Examples

Construction
safety

• Exploring the factors influencing workers’ safety
from the perspectives of the physical environment
and cognition theory

VR Stimulus to participants Han et al. (2021), Lu and Davis
(2016), and Tehrani et al. (2021)

• Investigating safety intervention methods based on
the identification of ergonomic risks

AR/PMR Stimulus to participants Fu et al. (2019) and Hasanzadeh
et al. (2020)

Emergency
evacuation

• Exploring how physical environments and human
cognition process influence evacuation performance

VR Stimulus to participants Cao et al. (2019) and Lin et al.
(2020a)

Human–building
interaction

• Assessing thermal comfort, lighting and acoustic
comfort, visual comfort

VR Visualization tool Heydarian et al. (2015), Li et al.
(2020), and Yeom et al. (2019)

• Identifying occupants’ spatial usage patterns and
preferences

VR Visualization tool Khashe et al. (2015)

Architectural and
urban design

• Investigating how design features influence
occupants’ physiological and psychological status

VR Visualization tool Fich et al. (2014)

• Exploring how to facilitate the understanding and
communication among various stakeholders thus
making design tasks more efficient

VR/AR/PMR Visualization &
communication
tool

Wang and Chen (2009)

Training and
education

• Investigating how to improve skills and
performance of workers and students

VR/AR/PMR Stimulus to participants;
visualization &
communication tool

Kandi et al. (2020) and Kwiatek
et al. (2019)

• Exploring how to change the unsafe behaviors
of workers

VR/AR/PMR Stimulus to participants Shi et al. (2019)
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to explore factors that influence the evacuation performance from
two aspects including the external environment [e.g., signage (Fu
et al. 2019), alarm (Xia et al. 2021), and crowd (Lin et al. 2020b)]
and the human cognition process (Lin et al. 2020a). Participants
usually need to complete a virtual emergency response task, such
as evacuating from an indoor space, in such studies, and their re-
sponses and behaviors in different controlled settings are analyzed
(Cao et al. 2019).

For studies concerning human–building interaction, XR mainly
acts as a visualization tool presenting dynamic or static scenes to
users in the XR environment. In these studies, participants need to
assess thermal comfort (Yeom et al. 2019), lighting and acoustic
comfort (Heydarian et al. 2015), and visual comfort (Li et al.
2020) in virtual built environments. Occupants’ spatial usage pat-
terns and preferences (Khashe et al. 2015) are also investigated in
XR environments. For XR-enabled studies on architectural and ur-
ban design, the main investigated issues include (1) how architec-
tural and urban design features influence occupants’ physiological
and psychological status (Fich et al. 2014); and (2) how to facilitate
the understanding and communication among various stakeholders,
making design tasks more efficient (Wang and Chen 2009). For the
first issue, XR plays the role of a visualization tool presenting vari-
ous design features that are difficult to manipulate in reality. For the
second issue, XR mainly acts as a communication tool that helps
designers and stakeholders share ideas and collaborate with each
other in an experimental setting.

For training and education research, XR technology can sim-
ulate large-scale operations and provide inexpensive and effective
training scenarios. The visualization of learning materials can help
workers and students understand knowledge better and faster.
Among prior XR-enabled training and education studies, a few
focused on measures to improve the skills and performance of
workers and students under the settings of operational task training
(Kwiatek et al. 2019) and architectural design education (Kandi
et al. 2020), where XR acts as a visualization tool and a medium
of communication. Safety training is another active research topic,
where XR training and education systems are typically designed as
serious games to explore how to change the unsafe behaviors of
workers (Shi et al. 2019) when they are exposed to various hazards
on construction sites and in built environments.

Conducting XR-Enabled Experiments
in CEM Research

The goal of a scientific experiment is to establish empirical evidence
of a relationship between an independent or experimental variable
and a dependent variable that is affected by it (Bernold and Lee
2010). To illustrate the input-output nature of a scientific experiment
and the flow of phases that need to be followed to achieve this goal,
we developed a process model for XR-enabled experiment in CEM
research, as illustrated in Fig. 2. This process model is developed
based on (1) references to the scientific tradition of experimental
design that considers planning, designing, and performing an ex-
periment, followed by analyzing data, confirming results, and evalu-
ating conclusions (Berger et al. 2002); (2) references to the classic
human subject research methodologies in the experimental psychol-
ogy domain (Bennett-Levy et al. 2004) and the experimental research
process model developed specifically for CEM research (Bernold
and Lee 2010); (3) considerations of unique challenges in XR-
enabled human subject research in CEM and possible approaches
to address them; (4) references to best practices and lessons learned
from prior XR-enabled CEM studies, examples of which include
Heydarian and Becerik-Gerber (2017) and Zhu et al. (2018); and
(5) effort to achieve a proper level of detail, so as to make sure
sufficient details are provided for scholars to put the process model
into practice, while avoiding giving too much detail to limit the
applicability of the process model in various research contexts.

The developed process model consists of four sequential phases,
including needs identification, XR environment design, experimen-
tal design, and data collection and analysis, and an additional phase
of verification and validation that applies to the entire process. The
activities that need to be undertaken in each phase, and the particu-
lar concerns and considerations associated with each activity, are
discussed in detail below.

Needs Identification

Before beginning to design an XR-enabled experiment, researchers
first should identify the need for building their research on an XR-
based methodology and select the appropriate technologies. There
are four activities researchers are recommended to perform at this
phase.

Fig. 2. The process model for XR-enabled experiment.
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First, the use of XR in the context of a specific study should be
well justified to avoid a temptation to use XR for everything. A key
justification for using XR in construction-related research is embod-
ied cognition. Embodied cognition refers to the cognitive process
and physical interactions of the body with the world (Barsalou 1999;
Wilson 2002). Evidence suggests that embodied cognition is the
process by which humans use their sensory neural structures to cre-
ate multisensory representations of their environment, and humans
can reconstruct their cognitive structures when they mentally imag-
ine an object or action (Barsalou 2003, 2008). With that said, the
most basic criterion for researchers to deem whether XR is suited for
their research is whether embodied cognition is the core of the in-
vestigation. For example, if a researcher aims to examine how a
worker interacts with the physical processes and the corresponding
situational awareness on the job site, XR is more appropriate than
other research instruments (e.g., playing a video on a screen), be-
cause such situational awareness is based on the embodied cognition
about physical interactions. We propose the following metrics for
evaluating the need for XR in research: sense of presence, emotion
arousal needs, spatial sense, and level of hazards. If the four metrics
are evaluated with a higher score, XR methods are more suitable.
Note that, for some of the measurement metrics, existing assessment
instruments can be used, such as the Slater-Usoh-Steed presence
questionnaire (Usoh et al. 2000) for measuring the sense of pres-
ence. Nonetheless, there is a general lack of agreement on how these
metrics can be measured for each specific research study.

More importantly, the four measurement metrics can still be ex-
tended with the new development in embodied cognition science.
Therefore, we urge more attention from the construction community
to work together on developing a widely accepted measurement
method for evaluating the suitability of the XR method in human-
centered research. In addition, the use of XR technologies comes at
a cost in the form of, e.g., investment in equipment, lab space, and
staff’s technical skills; extra time spent on XR model development;
potential threats to and criticism of the ecological validity of the
findings; and so on. The cost should also be considered by research-
ers in XR need assessment to make informed decisions.

Second, once the need for conducting XR-enabled experimental
research is justified, specific research questions should be carefully
developed. The questions the researchers aim to explore fundamen-
tally determine which of the aforementioned roles of XR technol-
ogies and which specific XR technologies should be used, what
experiment hypotheses should be tested, what treatment should be
applied in the experiment, and what data should be collected during
the experiment.

Third, given the distinct features of VR, AR, and MR technol-
ogies and the growing variety of peripheral technologies, research-
ers have to decide which technologies to use for developing the
technical capabilities needed for their studies. While this decision
is fundamentally driven by the research needs that vary significantly
from case to case, a noninclusive list of factors to consider involves
the required levels of immersion, video quality, and interactivity of
the XR environment; the type of experimental sites (lab versus con-
struction site); the portability of devices (PC-connected/standalone
headset, smartphone-based, or projector-based) and associated con-
trol modes and movement tracking methods; needs for multisensory
feedback (e.g., haptic and olfactory senses); and needs for wearable
physiological sensors (e.g., eye trackers and inertial sensors).

Finally, scenarios that need to be reproduced in XR environments
should be clearly defined. The scenarios are defined by a range of
variables, such as storyline (e.g., scenes, events), characters, tasks to
be undertaken, and so on. These variables in turn determine various
technical requirements of XR environments and experimental de-
sign decisions, such as whether the XR environments should have

multiuser functionality, whether multisensory stimuli should be used
to evoke certain emotions in users, how the virtuality and reality
should be combined, and so on.

XR Environment Design

After identifying research needs and selecting appropriate XR tech-
nologies, factors regarding the development of XR environments
should be carefully considered when planning XR-enabled experi-
ments. There are generally five groups of factors worthy of being
recommended to researchers.

First, levels of immersion and presence using practical methods
need to be determined. The sense of immersion, whether complete
(e.g., VR) or partial (e.g., AR), is important to consider when de-
veloping XR environments, as it is one of the main factors that can
blur the boundary between the virtual and real worlds. An appropri-
ate level of immersion should be determined based on the selected
XR technologies and the proposed experimental needs, with effi-
cient capability to support the adopted research design. Perception,
situational awareness, and field of regard should be considered to
provide high levels of immersion (Lemoine et al. 2003).

Second, usability should be designed and optimized through
user experience (UX) design. Although there are numbers of tech-
niques to develop UX for XR projects, the Waterfall method in-
troduced by Royce (1987) and the Agile UX design method the
Wheel, proposed by Hartson and Pyla (2019), are two suitable
software development approaches when it comes to XR design.
The selection of the UX design method also relies on the chosen
XR technology and research needs. Evaluation of usability should
be carefully conducted to improve the development of XR re-
search. In addition, affordance and side effects (i.e., cybersickness)
should be considered. Affordance measures how easy users can
follow the application to achieve proposed outcomes or follow the
designed storyline with the corresponding stimulus created in XR
environments (Gibson 2014). It can be critical in optimizing us-
ability to demonstrate characteristics of interactions (Shin 2017).

Third, interactions need to be designed to fulfill the require-
ments of the proposed immersion level and UX design specifica-
tions. Two categories of interactions should be considered, namely
sensory interactions and user interactions. Sensory interactions are
simulated through stimuli in the XR environments, which generally
include visual, auditory, and tactile senses. Navigation, manipula-
tion, and system control are three main areas of user interactions
(Bowman et al. 2001).

Fourth, the number of simultaneous users should be carefully
weighed. It should be determined by the intended experimental
outcomes. Single-user XR would be practical to observe human
psychology and behavior and individual cognition (e.g., decision-
making, analysis ability, self-efficacy, and emotional arousal),
whereas multiuser XR is useful to study different social mechanisms
and dynamics (e.g., collaboration, communication, and trust).
Multiuser XR also requires server maintainability, digital repre-
sentatives’ management, performance evaluation, and potential fo-
rensic monitoring, among other requirements (Siedler et al. 2021;
Taylor et al. 2019).

Fifth, attention needs to be paid to scenario-specific factors.
With the UX design being conducted properly and high levels of
immersion and presence achieved, CEM scenarios involving tasks,
context, situations, and resources can be simulated with great flex-
ibility and effectiveness via XR applications. From this point of
view, these scenarios should be designed in accordance with the
research needs while maintaining high compliance with the general
XR project’s modeling requirements.
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Experimental Design

To perform the experimental design, CEM researchers first need to
identify the independent variables, dependent variables, and control
variables of the experiment, which are critical to guide the follow-
ing activities in experimental design. An independent variable re-
fers to the variable that is specifically manipulated or observed to
occur before the dependent variable to assess its effect or influence,
whereas a dependent variable refers to the outcome that is observed
to occur or change after the occurrence or variation of the indepen-
dent variable (APA 2021). In addition, because the causal rela-
tionship cannot be inferred from the statistical analysis, there are
variables that may have an effect on the response measure but that
themselves are not of particular interest to the researchers. These
variables, referred to as the control variables, should be controlled
in an experimental design. Two methods can be used to reduce or
avoid the influence of control variables. The first way is to control
the influence experimentally, for instance, keep the possible control
variables the same in each treatment. When the influence cannot be
eliminated by the experimental method, the control variables can be
controlled by the statistical method; these control variables are
called covariates. The proper treatment to control variables is criti-
cal to the internal validity of the study.

The second activity in the experimental design phase is to de-
termine whether to use the within-subjects design or between-
subjects design. The within-subjects design refers to an experimen-
tal design in which the effects of treatments are seen through the
comparison of scores of the same participant observed under all the
treatment conditions (APA 2021). Within-subjects design can con-
trol the influence of participants’ characteristics on experimental
results but is highly affected by treatment orders and participants’
learning effects. Between-subjects design refers to a study in which
participants are assigned to only one treatment or experimental con-
dition and each participant provides only one score for data analysis
(APA 2021). Such a design needs a large number of participants to
mitigate possible effects of individual differences, with shorter ses-
sions compared with within-subject design. In addition, the above
two design methods can be combined in a single study, dubbed as
mixed factorial design. Under this design, one variable is altered
between participants and another is altered within participants. This
design is suitable for studies that consider two or more variables.

With regard to the recruitment of participants, there are gener-
ally three major considerations. The first is the research ethics con-
sideration. Researchers have to make sure their research design
minimizes the risks to participants and adheres to the Belmont Re-
port’s principles of beneficence, respect, and justice (The Belmont
Report 1979). Researchers should provide participants with ad-
equate information about the research, obtain their informed con-
sent, and allow them to choose to quit the experiment at any time. In
some countries, the entire research design needs to undergo institu-
tional review and approval before the research can be conducted.
Second, the selection of participants should consider the repre-
sentativeness, in terms of age, gender, ethnicity, occupation, edu-
cation, and so on, of the target population to whom the research
findings are expected to be applied. While ease of access to par-
ticipants usually plays a major role in participant recruitment, re-
searchers should be aware of the potential bias and consequent
limitation in the validity and generalization of their findings. Third,
the sample size should be enough to ensure sufficient statistical
power. It is recommended that an a priori power analysis (Cohen
1988) be done before the experiment to determine the minimum
number of participants required for controlling the Type II or β
error probability of falsely retaining an incorrect null hypothesis

while avoiding excessive time and resources spent on unnecessarily
large sample sizes (Wang et al. 2021).

While the specific experimental procedure varies from case to
case depending on the objectives of research and technological set-
tings, an XR-enabled experiment typically involves a training phase
and a main experiment phase. The former allows the participants to
become familiar with the operation of XR devices and the sense of
immersion in the virtual environments. A mockup virtual environ-
ment can be used at this phase. During the main experiment phase,
participants are instructed to complete a series of tasks by interact-
ing with the virtual scenarios. Typically, they are also required to
fill in certain questionnaires before and/or after conducting the vir-
tual tasks. All the independent, dependent, and control variables are
monitored and recorded during the above procedure. An additional
postexperiment interview with the participants can also be conducted
to gain further insights about the experimental outcomes. Last but
not least, pilot experiments are usually recommended to be carried
out before the full-scale experiment. They help to evaluate the fea-
sibility of the study, calibrate certain model settings, and improve on
various aspects of the experimental design.

Data Collection and Analysis

Various sensing and data collection technologies are now avail-
able for XR-enabled research that help capture high-fidelity human
performance data during and after the experiments, providing mul-
tisource evidence for a more accurate evaluation. A comprehensive
human assessment data collection should cover both behavioral
and functional aspects. Therefore, both subjective assessments
(e.g., questionnaires) and objective assessments (e.g., neurophysi-
ological measurements) are needed. The former set of measure-
ments is rooted in the psychometrics discipline (Shrout and Lane
2012), focusing on the self-reported experience in the XR environ-
ment. Representative questionnaires/surveys used in the XR liter-
ature include NASATask Load Index (TLX) (Hart 2006), presence
questionnaires (Slater 1999), and cybersickness surveys (Martirosov
and Kopecek 2017). These measures can be used to build the base-
line data for benchmarking XR research findings or solicit per-
ceptions of interesting aspects. Neurophysiological measurement
focuses on the simultaneous tracking of cognitive, behavioral, and
physiological statuses via neurofunctional monitoring devices, eye
trackers, and other body-carried sensors. Eye tracking has been a
widely adopted technique for decades in the XR literature, from the
efforts of using screen-mounted eye trackers, portable eye trackers,
to the recent VR/AR headset-integrated eye trackers. The literature
has demonstrated the effectiveness of using eye-tracking data to
examine gaze focus areas, pupillary size changes, and blink rates
as metrics for attention and cognitive load measures, in situational
awareness and information system studies (Hasanzadeh et al. 2017;
Xu et al. 2019a). Meanwhile, scholars are interested in body-carried
sensors to obtain corresponding physiological status in XR envi-
ronments, such as inertial measurement units (IMUs) for motion
tracking (Yan et al. 2017a, b), EMG for musculoskeletal modeling
(Xu et al. 2019b), and ECG for heart rhythm and electrical activity
tracking (Kim et al. 2021). These measurements can be used in
construction ergonomics, safety, and perceptional studies. Most
recently, there is a growing interest in exploring the neuroimaging
methods combined with the XR systems, including EEG and
fNIRS. EEG tracks the electrical potentials on the surface of the
skull, while fNIRS uses infrared light signals to infer the hemody-
namic responses in interested brain areas. Although both are proven
techniques well integrated with XR platforms for a more explicit
cognitive status tracking, evidence shows that EEG can be affected
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by motor artifacts and thus is less effective in motor-intensive experi-
ments (Shi et al. 2020b).

A challenge that deserves more efforts of the CEM research
community is the automated labeling of the collected data. Most
XR studies in the CEM literature reproduce realistic work settings,
where test subjects are required to complete the tasks in a nonstop
manner. In contrast, many types of collected data are event driven.
For example, the use of EEG data to infer the awareness of a
particular construction hazard would require a clear event marker
when the test subject is exposed to the hazard (Hasanzadeh et al.
2017). In an ergonomics study that involves a continuous walking
task, researchers need to split the collected IMU data based on the
specific events during the task (such as a near-miss fall) (Yang et al.
2016). An automated method for event marker labeling will help
improve the efficiency of the research (Zhu et al. 2021).

Verification and Validation

Any XR simulation is a conceptual representation of the reality. It
requires a certain degree of confidence on the XR simulation that it
serves as a valid representation of the real systems/processes, and in
return, decisions and analyses derived from it can be useful and con-
vincing. Model verification and validation (V&V) should be used to
examine to what extent an XR-enabled experiment acts as designed
purpose and generates results that are similar to observations.

Verification refers to examining whether a model works as de-
signed (North and Macal 2007). To verify any XR-enabled ex-
periment to be a correct realization of the designed purpose, the
following steps are recommended. (1) Code debugging, i.e., de-
tecting and correcting the apparent programming mistakes that
affect the renderings, functions, and data collection of the XR-
enabled experiment. (2) Logic examination, i.e., identifying the
hidden logic errors that may not affect the apparent use of the
XR-enabled experiment, but indeed affect the reasonableness of
the desired purpose. For example, the erroneous collider settings
in a VR environment can result in inappropriate human–object in-
teractions in the experiment. (3) Unit test and toy case test. This
is to assess the functionality of the XR-enabled experiment in a
holistic way, i.e., whether desired results can be obtained from the
experiment. Unit test is to ensure each unit of the XR-enabled ex-
periment works as designed (e.g., the light rendering works as de-
signed, or the gaze tracking can generate the desired output files).
The toy case test allows the designer to walk through the XR envi-
ronment and experimental workflow completely, to make sure that
the user experience, object interactions, and data tracking func-
tions all function as designed.

Validation is to make sure a model works as observed (North
and Macal 2007). In other words, what is being evaluated is the
“validity” or the degree to which a “test, model, measurement, sim-
ulation, or other reproduction provides an accurate representation
of its real equivalent” (Harris et al. 2020). Validation is a challeng-
ing but critical task to carry out experiments in XR environments
that are both robust and reliable. When it is done effectively, mean-
ingful inferences can be obtained given a CEM problem under
study. In this paper, three types of validity are considered relevant
for XR-based human-centric research in CEM: content validity,
face validity, and construct validity. Content validity judges how
appropriately a metric, tool, or method incorporates the aspects or
“items” that are essential to measure what it is required to be mea-
sured (Westen and Rosenthal 2003). For instance, in wayfinding
research content, validity refers to all those items necessary to mea-
sure “wayfinding pedestrian behavior” (Feng et al. 2022). Face
validity is the subjective appreciation held by users in relation to
how realistic a simulation can be (Harris et al. 2020). It is highly

dependent on visual characteristics of the XR environment, influ-
encing technical and functional features, e.g., how the input of a
user is associated to actions. Thus, the simulation design and the
system technical capabilities such as immersion are relevant factors
of face validity. Construct validity refers to the degree to which a
metric, tool, or method appropriately assesses the construct or con-
cept it intends to assess (Westen and Rosenthal 2003). Good con-
struct validity within an XR environment means that it is responsive
to performance variation between and within individuals. This can
suggest consistency in principles, rules, stimuli, and response as-
pects between real and XR-based simulated tasks.

To achieve face and construct validity, it is necessary to ensure
certain levels of fidelity (Harris et al. 2020). Fidelity helps to assess
to what degree an XR environment recreates a real-world system,
assessing not only appearance but also the affective, cognitive, and
behavioral responses triggered in users (Perfect et al. 2014). Ac-
cording to Harris et al. (2020), there are four types of fidelity to
be considered: physical, psychological, affective, and ergonomic
and biomechanical. Physical fidelity represents the realism level
produced by the physical environment within an XR simulation
(e.g., visual information involving field of view, objects’ realistic
behavior, alignment with laws of physics, level of functionality).
Physical fidelity, as for face validity, helps to induce users’ feeling
of presence and the illusion of plausibility (i.e., illusion that the
simulated scenario is really happening) (Slater 2009). Psychologi-
cal fidelity is the extent to what an XR simulation reproduces the
“perceptual-cognitive” demands of the real activity or task per-
formed in the simulated XR environment (Gray 2019). For example,
a high-fidelity VR environment to identify construction workers’
unsafe behaviors in the workplace should require participants to
be exposed to a construction-like working environment (e.g., with
other workers, machinery, construction work underway) and de-
mand a similar level of attention and effort to undertake a task
(e.g., transport heavy materials) as if they were involved in real-
world construction work (Gao et al. 2022). Affective or emotional
fidelity needs the XR environment to induce a realistic emotional
user’s response such as stress or excitement (Harris et al. 2020).
This is very important when developing XR experiments or training
environments that involve users’ tasks that are too dangerous to
carry out in the real world. Ergonomic and biomechanical fidelity
helps to produce users’ realistic movement patterns within XR envi-
ronments, with immersion being the single most important factor for
ergonomic fidelity (Harris et al. 2020). In spite of the developments
of XR technology such as haptic gloves and muscle stimulation, the
supply of realistic haptic input for XR simulation is still regarded as
a major technical challenge (Lopes et al. 2017).

Based on Feng et al. (2022), Harris et al. (2020), and the
authors’ research experience, Table 2 is proposed to guide CEM
researchers in the validation process, suggesting the key question
to be tested and the approach to test it in each of the validity and
fidelity categories. Researchers should bear in mind that not all of
the validity and fidelity categories will be relevant, which will de-
pend on the key research questions posed by the researchers.

XR-Related Challenges

XR is an imperfect replica of the real-world systems. As such, it still
faces a few challenges in human-centered experimental research in
CEM that should be considered when implementing the process
model. First, many CEM problems involve motor-intensive tasks.
It is still nontrivial to reproduce physical interactions and motion
data in XR environments. Second, CEM applications pertaining to
the human–building interactions require a high-fidelity model of the
built environment to trigger realistic behavioral responses of the test
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subjects. The reproduction of a photorealistic model is computation-
ally expensive and should be carefully planned to achieve a balance
between the expected benefits and development costs. Lastly, con-
cerns still exist related to the potential impacts of XR environments
on human subjects, such as the cybersickness, privacy of personal
data, and implications of exposure to extreme conditions in XR.

Our proposed workflow aims to mitigate the challenges via a
carefully thought-out cross-checking process. First, delicate deci-
sions should be made to determine whether XR is deemed to be the
proper research tool, i.e., the need identification. Innovative em-
bodied cognition criteria are proposed to minimize the use of XR
when alternatives are available. Second, if XR is determined to be
proper, the models will be verified to ensure quality and reproduc-
ibility. The proposed verification standards can evaluate to what
extent the developed XR environments can trigger the desired real-
istic behavioral responses. Third, a set of measures can be used to
ensure the safety of XR in human subject experiments, such as the
sense of presence questionnaires and cybersickness evaluation, to
ensure the quality of the collected data as well as protect the experi-
ment participants. These added steps are different from the classic
human-centered studies owing to the new features of XR. Finally,
the recommended data analysis and validation activities also reflect
the advantages and limitations of XR methods. The XR-embedded
sensors, such as neurophysiological sensors, provide unprecedented
access to rich human functional data. Meanwhile, validation of the
collected data is challenging, requiring a new approach for validity
assessment. The method proposed by this study sets a cornerstone
for the research community to explore more in this critical area.

Illustrative Examples of XR-Enabled
Research in CEM

This section presents two illustrative examples of XR-enabled
CEM research. We use these examples, each of which addresses
a different problem in the CEM domain and uses XR technologies
in a different way, to demonstrate how every phase and activity
outlined in the last section can be implemented in the context of
specific use cases.

Example One: VR for Exploring Cognition Load in
Altered and Stressful Construction Tasks

Needs Identification
As the US is facing historic challenges with the renewal of critical
civil infrastructure systems, there is a pressing need for a quality
workforce adapted to the changing pace of construction works.
A significant challenge for future construction workers is the ability
to digest and comprehend the complex engineering information in
workplaces in a timely manner, while still mastering the motor skills
for the operations. A representative example of such challenges is
industrial turnaround maintenance. Turnaround maintenance is an
event wherein each part of the facility is shut down in a rotation
turn for renewal, ensuring that the overall facility still functions dur-
ing the maintenance (Duffuaa and Ben Daya 2004). To minimize the
impact of the turnaround schedule, the work is usually done in a
24=7manner, and hence workers are always under extreme pressure
(Duffuaa and Ben Daya 2004). In addition, owing to the growing
complexity of the engineered facilities, workers often need to
memorize or digest a large amount of engineering information in
a very short period. As a result, turnaround maintenance is one of
the most dangerous jobs. Growing evidence has linked the root
causes of incidents to human errors mostly due to the miscommu-
nication, misunderstanding, and misuse of information, driven by
the excessive work-related stress or neglect (Garrett and Teizer
2009). It remains a pressing need for researchers to examine the
cognitive load of construction workers who work under substantial
work-related pressure, given the varying task contexts, environment,
and requirements.

The problem under investigation, i.e., turnaround maintenance,
is a combined task that involves both cognitive and motor skills. To
successfully complete the maintenance task, embodied cognition
plays a critical role in both activity and motor planning processes.
As a result, to examine the performance and cognitive functions of
participants in a combined task, a realistic environment is needed
to trigger both the proper cognitive processes and motor activities.
In contrast, traditional experiment instruments, such as decisional
tasks facilitated with imagery or video stimuli, would not be suffi-
cient, as sensorimotor processes can hardly be engaged. In addition,

Table 2. Validity and fidelity categories, and overall driving questions and testing approaches

Validity or fidelity
category Driving question Testing approach

Content validity Do the metric, tool, or method used in the XR simulation include
those items necessary to measure what is meant to be measured?

Comparison of collected behavioral data against theoretical
behavior observed in the literature (e.g., decision-making, task
performance, physical behavior)

Face validity Does the XR environment look and feel realistic? User’s self-reports regarding plausibility
Construct validity Does the XR environment provide an accurate characterization of

the construct assessed such as real task performance, safe
behavior, teamwork, communication, trust?

Capability of the XR environment to differentiate, for instance,
between individuals’ expertise (real-world expertsversus
novices) and track improvements

Physical fidelity Is there a high level of detail and realism in the physical
environment of the XR simulation?

User’s self-report and psychophysiology associated to realism
and measures of presence

Psychological
fidelity

Does the XR simulation accurately represent the perceptual and
cognitive features related to the real-world situation, activity, or
task being simulated?

Assessment and comparison of various perceptual and cognitive
metrics such as mental effort, gaze behavior, neural activity,
between real and virtually simulated situation, activity, or task

Affective fidelity Does the XR environment induce emotional arousal or responses
such as stress, anxiety, fear, similarly as the response generated
by the real-world situation, activity, or task?

Users’ self-reported experiences or monitoring of
psychophysiological indices of affect

Ergonomic
fidelity

Does the XR environment trigger realistic motor responses or
motions?

Realism evaluation of XR motion parameters using, for instance,
motion tracking, and comparison analysis of amplitude,
speed, interjoint coordination, among other metrics, with
real actions
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the context of the turnaroundmaintenance task is a potentially stress-
ful environment, where the workplace could be austere and human
perception could be impaired. Therefore, simulation of stressors is
also needed to examine the secondary impacts of environmental
stress on performance and function. All these suggest that a realistic,
interactive and immersive environment is needed for this study that
allows experiment participants to interact with the simulated physi-
cal systems in a natural and engaging way. Therefore, using the XR-
based experiment is deemed to be proper. Among all the existing XR
technologies, VR has been deemed to be able to reproduce hazard-
ous and stressful work contexts in a relatively safe and controlled
environment. VR is therefore selected in this research and used
to trigger measurable cognitive load of the participants when they
perform virtual turnaround maintenance of a piping system.

VR Model Design
In a recent research (Shi et al. 2020a), participants were asked to
memorize sequences for turning or closing the valves before they
replaced the plate heat exchanger for a turnaround maintenance task.
The pre-start-up sequences to cut off the hot water and cold water
consist of 10 sequential steps, which were developed based on the
operation instruction manual of Alfa Laval plate heat exchangers
(Alfa Laval 2016).

Owing to the difficulty of reproducing this pipe maintenance task
in the real world, an interactive and immersive VR system was de-
veloped based on our previously well-validated VR systems. First,
we obtained the pipe skid structure in the format of AutoCAD
version 2016 and created the 3D model in Blender. To enable
the immersive experience, we added metallic texture. Then the
Blender model was transferred to Unity 3D (Unity 2021) for VR
modeling [Fig. 3(a)]. HTC VIVE handheld controllers were pro-
grammed to interact with the valves, where the contract would trig-
ger a prerecorded animation of valve rotation. We also added
collisions, and thus the participants had to maneuver through the
busy pipelines to avoid collisions with the structure [Fig. 3(b)]. Fur-
thermore, to raise the cognitive load levels of the participants, we
added a countdown function. When a certain time point passed, an
explosion would happen [Fig. 3(c)].

Experimental Design
A total of 30 participants were recruited via the university mailing list
for the experiment. All participants were college students in
engineering-related majors (18 males and 12 females). Before the ex-
periment sessions, we collected background information from partic-
ipants that might influence performance, such as demographic traits,
spatial cognition, and gaming experience (related to VR familiarity).
Then all participants were asked to familiarize themselves with the
VR devices and the virtual environment in the training session. Ex-
periment investigators were able to ensure that participants’ eyeball

movements were accurately captured by the eye tracker after sev-
eral calibration trials. Participants were also given instructions
about how to use the two controllers to interact with the virtual
valves. The review session was used for participants to review
and memorize the pipe maintenance sequence. The review time
was limited to 5 min, because some participants might feel sickness
(nausea, headache, dizziness, and lightheadedness) if using the
virtual environment for 10 min or longer. In the retention session
(5-min duration) participants were given another shape memory
test. The purpose was to intervene in the working memory storage
of the participants and to trigger relatively high cognitive load in the
following task. After the retention session, participants were asked
to perform the pipe maintenance task in the VR environment (with
no time limit). After completing the operation session, participants
were given a Slater-Usoh-Steed (SUS) questionnaire (Usoh et al.
2000) to evaluate their presence in the virtual environment. The
SUS questionnaire has been proven effective in presence evaluation
about human–computer interaction (HCI) (Ling et al. 2012). At the
end of all experimental stages, participants were asked to fill out
a questionnaire on cognitive load measurement proposed by
Leppink’s cognitive research (Leppink et al. 2013, 2014).

VR-Based Data Collection and Analysis
To obtain cognitive load measures, we used eye tracker and fNIRS
devices integrated with the VR system. The Tobii Pro VR eye tracker
was integrated into the HTC VIVE HMD. The eye tracker had an
accuracy of 0.5°, and the gaze data output frequency was 120 Hz
(Tobbi 2019). To achieve the eye-tracking and visualization func-
tions in the virtual environment, several C# scripts were developed
based on the Tobii Pro SDK (Tobbi 2019) and the application pro-
gramming interface (API) in Unity.

Besides the VR-based eye tracking, participants were instru-
mented with a continuous-wave fNIRS device with a probe map fo-
cused on cortical locations defined following the 10-10 international
systems using a 16-probe design (Fig. 4). There are 21 channels
across a network of brain regions responsible for motor learning
and working memory function. The dorsolateral prefrontal cortex
(DLPFC) and the premotor regions were chosen because the DLPFC
works closely with the premotor and supplementary motor areas for
complex motor tasks such as sequence learning (Gerloff 1997), and
for stress-related activities (Qin et al. 2009).

We examined the cognitive load changes of participants (n¼ 30).
The results indicated that the cognitive load for the 3D and VR
groups for memorizing information in the review session was higher,
but once the information was encoded, it was much easier for these
two groups to retrieve or recall information, showing as a lower cog-
nitive load level. We further examined if the high-fidelity fNIRS data
could be used to train a machine learning model for a more precise

Fig. 3. The VR environment: (a) the VR model of the pipe skid; (b) participant performing the turnaround maintenance task; and (c) hazards pass the
given time point for stress triggering. (Images by Jing Du.)
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prediction of the cognitive load changes. We found that our
prediction model was successful in distinguishing between en-
coding and retrieval cognitive states, with an F1 score of 0.844
and accuracy of 79.10% when trained and tested on data collected
in both stressful and normal conditions. These results indicated the
efficacy of using the VR platform for data collection and model
training for predicting cognitive load status in the turnaround main-
tenance task we studied, suggesting a possible early-warning system
in the future.

Verification and Validation
A set of verification and validation activities were performed to
ensure the model would trigger the proper and realistic reactions
of the experiment participants. First, the pipe skid model and the
environment were based on a real heat exchanger model. The
scales were also carefully calibrated to reflect the correct ergonom-
ics. The operation steps were based on the manual of Alfa Laval
plate heat exchangers. Subject matter experts, i.e., mechanical en-
gineers, were consulted at the end of model development to make
sure that the model details, scales, and operation steps were accu-
rate. Second, we programmed a room-scale motion tracking sys-
tem that allowed the experiment participants to move their bodies
in a natural way to finish the operation task. The relative scale of
the model over the avatar was calibrated to capture the realistic spa-
tial configuration. Collision detection was added to simulate the
constraints in real operations. Finally, the sense of presence ques-
tionnaires and NASA TLX surveys were used to validate whether
the model triggered sufficient subjective presence sense and high-
enough cognitive load for the task. These subjective measures were
also compared with the objective sensor data of fNIRS to ensure the
validity of the measures.

Example Two: VR Serious Game for Investigating
Earthquake Behavioral Responses and Preparedness
in Buildings

Needs Identification
Earthquakes are ever-occurring disasters, with an estimation of 100
significant events a year hitting different regions in the world with a
range of impacts and damage on structural and nonstructural com-
ponents of buildings (Cobum et al. 1992; USGS 2021). The struc-
tural integrity of a building can be ensured (Ye et al. 2008), but

what causes further injuries and casualties in building occupants
is largely nonstructural damage (Feng et al. 2020a). Thus, suitable
and quick behavioral responses of building occupants during an
earthquake and their associated postearthquake evacuation effective-
ness are instrumental to increasing chances of survival (Alexander
2012). During an earthquake, “drop, cover, and hold” are the pre-
ferred behaviors, and follow-on behaviors should be looked into as
the recommended best practice during postearthquake evacuation
(NZ-MCDEM 2015). The behavior is the output of cognitive
and decision-making process (Aarts et al. 1998). In that regard, in-
vestigating cognitive and decision-making processes can provide in-
sights into evacuation behavior.

First, XR technologies, specifically VR coupled with serious
games (SGs), provide the possibility to deliver realistic virtual
evacuation drills for observing occupants’ behaviors and responses
in catastrophes with high ecological validity. SG is a kind of video
game whose primary goal is education other than entertainment
(Wouters et al. 2009). SG can be combined with VR to create highly
effective educational and training applications (Huber et al. 2017).
VR SG use for earthquake emergencies is still rare. In this case
study, VR SG is used to observe and analyze how occupants in built
environments make decisions during earthquakes and postearth-
quake evacuation (Feng et al. 2020a). VR is appropriated from an
embodied cognition perspective because when individuals interact
with the dynamic changes caused to the indoor environment by the
impact of an earthquake in a VR environment, behaviors are trig-
gered that are almost impossible to observe via traditional drills or
playing a 2D video game. Second, the fundamental questions this
study aims to answer relate to whether and how an individual can be
trained in a robust fashion and achieve appropriate learning out-
comes and behavioral shift toward best response practices, so that
the individual can generate a suitable response during an earthquake
and postearthquake evacuation. VR enables a controlled experi-
mental environment in which different training and pedagogical ap-
proaches can be trained, and various hypotheses can be reliably
tested. Third, the selection of VR software, hardware, and periph-
erals is guided by the fact that earthquakes and postearthquake
evacuation are some of the most challenging and dynamic emer-
gency scenarios. By the time this research was undertaken, state-
of-the-art hardware, software, and peripherals were used. Fourth,
scenarios and storyline should be designed based on the state-of-
the-art research on resilience, preparedness, and response against

Fig. 4. Cognitive load measurement with VR: (a) probe layout; and (b) participant setting up fNIRS and VR (reprinted from Du et al. 2020, © ASCE).
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earthquakes. Practical inputs from experts such as emergency man-
agement practitioners as well as end users also play a vital role in
the VR SG environment design.

VR Model Design
The fifth floor of the Auckland City Hospital (ACH) was chosen to
develop the VR SG environment, which met the requirements for
the intended experimental outcomes. A BIM-based workflow was
used to represent the dynamics changes in the building components
due to earthquake (Feng et al. 2018). Thus, the ACH’s building
section was rendered using Autodesk Revit (Autodesk 2021), with
structural and nonstructural components included in the BIM
model. The BIM model was imported into Unity 3D (Unity 2021)
to develop the VR and game mechanisms [more details on the BIM
to IVR in Lovreglio et al. (2018)].

A qualitative strategy to simulate earthquake-driven damage at
the ACH was adopted, which was based on videos and images data-
sets of building earthquake damage (Lovreglio et al. 2018). The
New Zealand Modified Mercalli Intensity Scale was used to mimic
indoor building damage and to generate a realistic experience to
participants (e.g., in a severe earthquake, “furniture and appliances
are shifted. Substantial damage to fragile or unsecured objects” in
this scale) (GeoNet 2019). Earthquake dynamics and nonstructural
damage such as glass panels breaking, falling ceiling tiles, and
toppling partition walls were simulated in Unity3D. To represent
building damage, the specific position and orientation of damaged
elements (BIM objects) such as ceiling and walls, as well as extra
features such as glass that is broken, were modeled in Unity3D to
provide visual cues.

A waypoint system for participants’ navigation was adopted,
which was a set of coordinates identifying a stopping point or where
a route could be changed (Veera Ragavan et al. 2011). In each “way-
point,” participants faced decision choices, which in turn reflected
recommended behaviors to deal with an actual earthquake and
the postearthquake evacuation. Merged recommendations from the
New Zealand Civil Defense guidelines (NZ-MCDEM 2015) and the
Auckland District Health Board Evacuation Plans (ADHB 2009)
were used to establish the training framework to be investigated us-
ing VR and SG. Fig. 5 shows the gazes in the VR environment
(waypoint) to appropriate and inappropriate behavior that a partici-
pant could choose from to continue the VR SG experience.

Experimental Design
Ethics approval to carry out this research was secured from the Uni-
versity of Auckland Human Participants Ethics Committee. By us-
ing emails and newsletters of the Auckland District Health Board,
leaflets and posters distributed through ACH and the University of

Auckland, 93 participants (43 males and 50 females) were re-
cruited. Eighty-seven of 93 participants completed the experi-
ment, with 25 ACH staff members (medical and administrative)
and 62 visitors. An action-driven narrative method where partici-
pants’ actions drive the storyline was implemented, consisting of
the following main milestones: (1) Participants start the game out-
side the ACH; (2) Participants meet a doctor in a meeting room;
(3) An earthquake strikes; (4) Shaking triggers a series of events,
engaging participants in decision-making (e.g., stay under cover,
take first aid kit); (5) Participants can get out of the room starting
postearthquake evacuation. Other events are triggered (e.g., assist
people in need, search for a suitable exit pathway, use stairs);
(6) Participants exit the building to reach assembly point; and
(7) Post-game assessment is provided. Immediate feedback (such
as flashing lights) and postgame assessment were implemented as
instructional methods to reinforce in-game best practices, knowl-
edge acquisition and behavioral shift (Feng et al. 2020a).

A meeting room at ACH was used to carry out experiments,
which had ethics clearance in place. Before participants went
through the VR SG experience, a questionnaire for data collection
was handled, assessing (1) demographic information; (2) fire drills
and earthquake drills frequency; (3) video games playing frequency;
(4) VR experience; and (5) earthquake emergency perceived self-
efficacy. On top of that, participants orally answered a five-question
knowledge test to assess preparedness or training knowledge. Next,
participants were familiarized with VR headsets and controls and
were requested to sit in a swivel chair (for health and safety reasons,
the whole VR experience was in that chair). In addition, a VR tuto-
rial session was set to assist participants in familiarizing with the
VR navigation, interaction, controls, and overall nature of the vir-
tual environment. The experimental session was started by expos-
ing to each of the participants to the same storyline, assessing their
decision-making and responses at each waypoint. The VR SG ses-
sion lasted approximately 20 min, and participants were instructed
to perform different tasks responding to the different hazards en-
countered since they entered the meeting room in the VR environ-
ment. Once the session was completed, participants were requested
to answer again the five-question training knowledge test. They
were also required to complete questionnaires on self-efficacy, train-
ing efficacy, and engagement.

VR-Based Data Collection and Analysis
Two instruments were deployed to evaluate preparedness of par-
ticipants. (1) Knowledge acquisition (five-question knowledge
questionnaires completed by participants before and after the ex-
periment), targeting knowledge on three behavioral responses
(during an earthquake-indoor space, after an earthquake-indoor

Fig. 5. An example of two alternative actions for participants to choose how to exit the building: (a) crouch below shelf (an inappropriate action); and
(b) crouch below table (an appropriate action).
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space, and after an earthquake-outdoor space). A knowledge scale
based on recommended behaviors was developed, with scores rang-
ing from 1 (no knowledge) to 4 (strong knowledge) (Feng et al.
2020a; Lovreglio et al. 2018). (2) Self-efficacy to cope with earth-
quake events. Self-efficacy is “a person’s belief in his or her ability
to successfully accomplish difficult tasks” (Chittaro and Sioni 2015).
The self-efficacy questionnaire was completed by participants before
and after the experiment and was based on the General Self-Efficacy
Scale (Schwarzer and Jerusalem 1995), where participants were
asked to rate six self-assessed efficacy statements using a 7-point
Likert scale.

The decision-making process of participants during the virtual
earthquake evacuation was investigated by assessing the video-
recorded reactions during the VR SG experience (Feng et al.
2020b). The results highlighted that people’s decision-making pro-
cess tended to be driven by what most people around them were
doing, especially those in authority positions [the doctor nonplayer
character (NPC) in this case], thus accompanying other people
while evacuating. Participants were also found to be inclined to
have wait-or-flight responses in postearthquake evacuation. Those
who had flight tendencies were more willing to exit the building
immediately and did not consider advice from people in positions
of authority (e.g., doctor NPC’s advice of sheltering in place). The
findings could contribute to improving the current earthquake
evacuation guidelines and practice by encouraging people to follow
suitable response guidelines and minimizing the flight responses in
earthquakes.

Verification and Validation
Various verification, validity, and fidelity levels within the VG SG
structure were examined as follows. First, the VR building indoor
environment was based on detailed as-built ACH’s 3D drawings.
The VR earthquake script (code) was designed to replicate VII–VIII
intensity damage (modified Mercalli scale), and the dynamic indoor
damage was based on the qualitative assessment of damage pro-
vided by that scale and video footage of real earthquakes (verifi-
cation, face validity, physical fidelity). Second, navigation during
evacuation within the VR environment was calibrated to make sure
movements were as smooth and realistic as possible without motion
sickness. The position of users relative to the VR space was cali-
brated as well, to ensure a credible positioning experience to users
(verification, face validity, and physical and ergonomic validity).
Finally, subject matter experts (e.g., emergency managers, lifeline
engineers) were exposed to the VR SG environment in preliminary
piloting sessions during the design of the VR SG prototype to val-
idate the credibility and consistency of the emergency recreated
(content and construct validity, psychological and affective validity).

Discussion and Conclusions

As mentioned earlier, there is an increasing trend of adopting XR
technologies in CEM research as an enabling tool to conduct lab or
field experiments that involve human participants or concern human
behaviors. This trend, according to our observation, can be largely
attributed to its philosophical, methodological, and technological
roots. From a philosophical perspective, many problems concerned
in CEM research emerge at the interface between engineering and
the social sciences. Given its interdisciplinary nature, the CEM
domain has always faced a pressing need to investigate human
and organizational behaviors within complex engineering contexts,
and to understand engineering processes under the influence of hu-
man and organizational influences. However, it is not uncommon
that CEM researchers find it highly difficult, and even prohibitive,
to develop the necessary engineering contexts or reproduce the

accurate human and organizational influences required for their
scientific inquiries, for a variety of logistic, technical, and ethnic
reasons. Fortunately, the introduction of XR-enabled methodology
provides at least a partial solution to the above challenge. Based
on a combinatory use of quantitative (deductive) and qualitative
(inductive) methods, XR-enabled methodology offers a uniquely
enabling approach to flexible, controllable, reproducible, and ex-
plainable experiments in CEM research. As illustrated by the two
case studies described earlier, this emerging methodology sheds
light on a range of problems in CEM that cannot be easily ap-
proached with traditional research methodologies.

We also found that recent trends in XR technology have signifi-
cantly lowered the barrier of XR adoption in CEM research and
improved the access to high-resolution human assessment data.
First, XR devices are becoming more readily available for a broader
population, making scalable participation in human-subject experi-
ments possible. For example, more than 10 million units of Oculus
Quest 2 had been sold worldwide by 2021 (The Verge 2021), mak-
ing citizen participation in XR research more possible. As such,
scholars may consider nontraditional approaches to access the
broadening pool of human subjects, such as via crowdsourcing.
Second, with the fast development of computer vision technolo-
gies, the quality of XR rendering has been substantially improved.
The introduction of the new PhysX physics engine has also en-
abled a more realistic rendering of physical processes in the XR
environment. All of these advances mean that XR is capable of
reproducing real-world physics in an unprecedented manner. It is
possible to facilitate studies traditionally thought impossible with
XR, such as human-robot collaboration in construction. Third, we
also found that recent XR literature is proposing and testing a multi-
sensory integration approach. For example, haptics as new sensory
feedback is being widely tested to enable sensory augmentation in
XR. As a result, motor-intensive tasks can be easily tested with XR
methods. All these trends would expand the horizon of XR-based
human subject experiments in various construction tasks. Research-
ers are empowered by more advanced tools to produce complex,
immersive, and interactive scenarios that can induce more realistic
individual or collective behaviors by their human participants, and
to monitor these behaviors in a more seamless, in-depth, real-time,
and non-intrusive manner. This is a main reason behind the rapid
growth of the volume of published XR-enabled research in recent
years.

In this paper, we summarized concisely the status quo of XR-
enabled CEM research. We also presented a process model of how
this type of research should be conducted, which aimed to serve as
an initial effort to build an organized knowledge base and workflow
for using XR to meet the methodological needs in diverse scientific
inquiry contexts in CEM. It is also important to note that, drawing
on the diffusion of innovations theory, we believe the XR-enabled
methodology has been used mainly by early adopters thus far, and it
is likely to soon enter a diffusion stage where its penetration is
going to grow steadily over time. There are a few factors that may
drive the further adoption of XR-enabled methodology in CEM re-
search, including the methodological innovations pertaining to ac-
cess to participants (e.g., through crowdsourcing XR games) and
research verification and validation (e.g., through improved validity
and fidelity), as well as technological innovations that extend the
functionality boundaries of XR (e.g., through integration of novel
multisensory stimuli) and improve the accessibility to XR technol-
ogies (e.g., through lower expenses). These factors can be explored
collaboratively by engineers, academics, and entrepreneurs in and
beyond the CEM domain in the future. Despite the new opportu-
nities brought by the new XR technologies, the fundamental prin-
ciples of following a scientific process for human-subject studies
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would not change. For any research, the researcher would still rely
on the reasoning process (i.e., deduction or induction) to frame the
research questions, define the hypotheses, select the proper re-
search method, and research tools, develop the XR environment if
needed, collect measurable data, and interpret and validate the re-
sults. That being said, the process we described earlier would not be
significantly changed by the new development of XR technologies.
However, it is also acknowledged that not all the process model
phases and steps should be used in every case. There could be re-
search situations in which the fidelity and interactions within the
XR environment are more important (particularly in observational
studies) than usability (which can be more relevant in training stud-
ies). The level of control on variables and even the levels of validity
and fidelity tested may vary from case to case. An important rec-
ommendation is that researchers should apply and implement the
phases and activities of the process model cautiously and bear in
mind the main research questions and the scope of the CEM study
underway.

Lastly, this paper bears three limitations that are noteworthy.
The two illustrative examples are both based on VR, which reflects
its prevailing usage in the CEM domain. However, we acknowl-
edge that AR and PMR technologies are also quickly paving their
way to the CEM domain and hence deserve more attention. In ad-
dition, because of length limits, we presented only two illustrative
cases, but by no means were they supposed to represent all possible
scenarios in CEM research that may benefit from XR application. A
third limitation is that, as mentioned earlier, numerous studies focus
on developing XR-based solutions. In these studies, XR sometimes
may also play a limited role in the methodological designs, which is
not covered in this paper but may be worth investigation in future
research.

Data Availability Statement

Some or all data, models, or code that support the findings of this
study are available from the corresponding author upon reasonable
request.
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